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( ABSTRACT

X

This document describes progress toward development of a general
capability for high resolution microwave surveillance and imaging using
large, sparse, self-cohering arrays. During the last five years progress
has been made in the following areas: understanding of the unique advan-
tages of large, self-cohering arrays; development of advanced system con-
cepts, including the air-borne radio camera; enhanced self-cohering cap-
ability and experimental demonstration of that capability; and develop-
ment of techniques for improving microwave image quality, including
handling of the high sidelobes associated with very sparse arrays. A

number of other practical issues associated with large self-coherlng
arrays have also been examined.
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UP-VFRC-33-83 November 1983
HIGH ANGULAR RESOLUTION MICROWAVE SENSING A
WITH LARGE, SPARSE, RANDOM ARRAYS

RESEARCH OBJECTIVES

The long-term objective of this research program was the development
of a general capability for high resolution microwave surveillance ond
imaging, Fundamental to such a general capability is the ability to
cohere large, poorly surveyed, possible flexing microwave arrays. Some
- form of adaptivity, referred to in this document as self-cohering, is
4 required in order to form high quality beams with such arrays.
The specific objectives of the program were:
l. To expand understanding of self-cohering arrays in a broad

range of applications.

.

2. To understand the effects of multipath and other propagation
phenomena on the operation of large, self-cohering arrays; to devise
system concepts for minimizing the degrading effects of such propagation
irregularities.

(_ 3. To understand the eifects of jamming and other interference EL
i phenomena on the operation of large, self-cchering arrays; to devise

- system concepts for minimizing the degrading effect of these interference
o5 phenomena.

4. To devise spatial and temporal signal processing techniques ?i
o which optimize the beam characteristics of large, self-cohering arrays 7
in the presence of noise, interference, multipath, and other degrading
o phenocmena.

5. To design and perform experiments to test the models, system

concepts, and thecries developed in 1 through 4.

SUMMARY OF THE RESEARCH EFFORT

Prior to the initiation of AFOSR support, two techuiques for self-

cohering were developed which use information external to the array (beacon
signals or target reflections) to aid in beamforming. Both of these self-
cohering concepts had been verified experimentally (at L-band) at our

Valley Forge Research Center test range. We refer to these two techniques

[ L
Y .

as (1) adaptive beamforming and scanning (suitable for narrow-angle

"telephoto" imaging) and (2) sel%-survey (suitable for wide angle surveill-
ance and imaging).
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During the five years of support by AFOSR, program effort was
focused on enhancing self-cohering capability, development pf spread
spectrum and nulling techniques for reducing the effects of interference
on self-cohering of real uand synthetic apertures, modelling the effects
of multipath on self-cohered beams and experimental verification of
these models, on the development of advanced system concepts (ground=-
based, airborne, and space-based radio cameras and forward-looking synthetic
aperture radar), on refinement of our self-cohering techniques compatible
with those system concepts, on hardware testing of self-~ohering techniques
and experimental imaging, and on the development of methods for enhancing
the quality of microwave images obtained through large, sparse arrays.
The results are summarjzed below. Many of the significant results are de-

scribed in some detail in the Appendices.

ADVANTAGES OF LARGE SELF-COHERING ARRAYS
During the period of this AFOSR grant, study of the applicability

and advantages of large self-cohering arrays for a broad range of applications

has discovered the following potential advantages associated with those arravs:

1. Improvement in the range/power trade off in radar and communica-

tions as a result of the high power-aperture product (owing to large size).

2. Improvement in resolution and tracking (or pointing) accuracy
owing to small beamwidth associated with large arrays.

3. Lowered probability of intercept and improved interference re-
Jection in communications, direction finding, and radar owing to the small
beamwidth associated with large arrays, and owing to the high degree of null
control associated with individual-element phase control. Adaptively
placed nulls can track moving interferers and ease sidelobe level require-
ments.

4, Extension of the capability for high resolution searching and
imaging in either monostatic or bistatic operation. The technology for
self-cohering of large arrays complements the imaging capability of con-
ventional synthetic aperture radar (SAR) in two wa&s:

a. It loosens the restriction associated with conventional SAR:

specifically, it provides for:
i. Variable, loose-tolerance flight paths by means of

adaptive signal processing.
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i1, Reduced data rate through aperiodic data thinning.
— ‘ i11. Reduced effects of propagation anomolies through use
n of adaptive signal processing.
iv. Improved RFI suppression through adaptive signal processing.

b. It provides a real-aperture alternative to SAR for high-

resolution imaging.

i. No platform motion 1is required. "y
R i
. ii. Arbitrary array configuration is permitted owing to .
N~

sy individual-element phase control.

iii. Toler. .ces are looser *han conventional because of the -
adaptive 31gnal processing.

iv. Aperiodic or random thinning of large arrays provides

O .
v b

greater frugality than conventional large filled arrays.

v. Scanning 1s by sector (angle) as in conventional radar,

O

rather than strip mapping as in conventional SAR.

DEVELOPMENT OF ADVANCED SYSTFM CONCEPTS .
Ground-based Radio Camera e

i
The articles in Appendix A describe design concepts for a ground-based . !
i

)
radio camera. The system includes a single transmitting antenna and a -4'

separate, 1024 element two-dimensional receiving array spread over a r2gion

.f: approximately 300 meters in diameter. The array 1is divided into 32 cl: cters
‘;f} in order to achieve significant sharing of processing and associated re-
“ ductions in cost. The particular system proposed 1s designed to operate a

over 20° sector in horizontal and vertical planes which would intercept
the apprcach flight pattern normally used by ailrcraft going into Philadelphia

International Airport. The system would be capable of imaging an entire

15 meter aircraft at a 10 km range. A modified version of this ground-based
radio camera is currently being developed for the purpose of imaging
ground vehicles and tracking high-speed missile trajectories, under sponsor-
ship of the Army Research Office and White Sands Missile Range [1]. -
Airborne Radio Camera ;;
Reference [2] (See Appendix B, pp. Bl - B20) discusses the potential - ;
value of distributing a microwave antenna throughout the airframe of the .2:
aircraft. It shows that the increased antenna aperture can enormously ‘ 1
increase the power--aperture product. Consequently, an alrcraft-size aperture ;;;
=!
5 |
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will permit significantly increased detection range or, alternatively, a
reduction in transmitter power at conventional range, thereby lowering
the probability of intercept. Other potential values of the distributed
airborne array concept result from the significantly reduced beamwidth
agsociated with the large aperture. Specifically, the angular resolution
is improved and jammer suppression 1is more effective in directions

near the direction of the target.

A critical problem with the airborme array lies in the synchroniza-
tion of the flexing aperture. Several approaches to synchronization of
an airborme flexing array have been developed (4]. These techniques use
doppler filters and range gates to isolate radar returns from relatively
small ground or sea clutter patches. The returns are treated as beacon
signals. The simplest technique permits '"telephoto" imaging in the
direction toward the designated clutter patch. This technique was
successfully tested experimentally using airborne radar data obtained
from the Naval Research Laboratory [5]. This simple technique fails,
however, for an aircraft which flles over water at high sea states.

This high-sea-state case is treated in (5] and (6] (under ONR sponsor-
ship).

Space-Based Large Array Radar

Because of the success of the design for the alrborne radio camera,
some preliminary concept work has been done on the application of these
techniques to space radar. One concept has been developed in which a
huge (100 km) geosynchronous-altitude phased array is created from radar

receivers, each on a separate vehicle. The transmitter is in a low

orbiting space vehicle. The system is bistatic. The "cloud" of receivers
self-synchronizes on the back radiation from the low-orbiting transmitter,

the dish of which is pointing toward the ground. Data links from receivers

to the ground station permit the ground facility to organize multiple
receive beams that follow the transmitter. A cross range resolution of
10 to 100 meters should be achievable on the earth's surface with such

a system. The proposed concept, shiown in Appendix C, 1s under discussion

with Rome Air Development Center and with NASA.
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Forward-Looking Synthetic Aperture Radar

Another potential application cf large self-cohering arrays is in
forward-looking synthetic aperture radar (see Appendix D). Such a system
could employ a weaving motion of an airborne platform tc form the synthetic
aperture. The concept extends to a large, multi-platform forward-looking
synthetic aperture radar such as might be formed by a number of cruisge
missiles. Initial analvsis of such a system suggests that for a single
subsonic platform a crosa range resolution in the order of 0.1 meter to
1 meter may be practical at a range of 10 km. Such a system might find
application in terrain following or imaging at microwave frequencies.
Data thinning, for the purpose for reducing the load on a real-time
signal processor, would raise the average sidelobe level toc =30 dB
relative to the main lobe. The peak sidelobe could be as much as 10dB
higher than the average sidelobe level. The sidelobe level can be

reduced by increasing the data rate or by one of the sidelobe reduction

techniques described in Appendix G. A detailed system analysis has not
- been performed.

ENHANCEDSELF-éOHERING CAPABILITY AND EXPERI&ENTAL TESTING

The papers in Appendix E describe a number of techniques for self-
cohering of large distorted arravs. Reference (7] describes an algorithm
for cohering a radio camera and presents experimental results for a 3 cm
wavelength demonstration system using a distorted 27 m random sparse array.
BN The measured beamwidth of 1 mr conformed to the theory, confirming the
validity of the technique. When the physical distortion of an array
- is not known a priori, the self-cohering process must be based upon
phase front measurements of the radlation from a source external to

the array. The ideal adaptive synchronizing source is a point source

'f{: radiating in free space. The phase fronts of realistic sources are

i;; perturbed, however. Reference (8] presents three types of practical

lkk- sources and calculates conditions under which their radiation fields are
8. acceptable for adaptive beamforming. The three sources are the passive

reflector, the active beacon, and radar ground clutter. Multipath and
scattering of the energy radiated from a beacon or target induce phase

front distortions at the array. Reference [9] describes the effect

.
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of these phase front distortions on the adaptive beamforming procedure.

It derives a simple relationship among the loss in gain of the

adaptively focused array, the strength S of the scattered field relative
to the direct field, and a spatial correlation function p(8) associated
with the scattering process, where 6 is the scanning angle. The article
describes a series of experiments which appear to vindicate the theory

and then uses the theory to determine the degradation and radio camera
scanning performance for several important cases of interference caused by

reflections. Reference [10] describes a two-dimensional (range-angle)

radio camera imaging experiment. A 39 m, X-band (3 cm wavelength) arrav
was formed by a cable strung between two towers, each 10 m high, on a hill.
A pulsed microwave transmitter, on the hilltop, illuminated the vicinity
of Phoenixville, Pennsylvania, from 7 km distance. As the receiver was
moved along the cable, echoes were recorded at random positions. The
time-shared receiving array was badly distorted as well as time-varying.
Yet the radio camera processing produced nearly diffraction limited images
of 3 city blocks at a distance of 6.5 km in the town, and detaills of a
power plant at a distance of 8.2 km. The use of two different pilot
signals or beamforming sources for the self synchronization process is
demonstrated. One source is a corner reflector located in the town;

the other is a target of opportunity located in the vicinity of the

town,

The paragraphs mentioned above all describe work related to adaptive
beamforming of a receive only array. In reference [1l] the means is
described for self organizing a non-rigid, distributed, transmit-receive
antenna array for use 1in airborne radar; the techniques are applicable
to ground base or shipboard radar as well. Methods are described for
initializing the array using various primary microwave illuminators.

References [12~13] describe a phase multilateration technique for
self cohering of antenna arrays which is suitable for systems which
are to be used for wide angle surveillance and imaging. Two approaches
to resolving the phase ambiguity assoclated with phase multilateration
are described in [14] and the probability of ambiguity error is
derived for each approach. For the minimum least square error method
an efficient computational technique is introduced which permits element
position uncertainties as large as one wavelength in the presence of

phase measurement errors in the order of 1 radian. The multiple

-6-
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frequency method permits element position uncertainties significantly
larger than 1 wavelength; the probability of ambiguity error is shown
to be acceptably small if the RMS phase measurement errors are in the
order of 0.5 r or smaller.

In reterence [15] the phase multilateration concept 1is generalized
in order to permit locating the elements of a flexible phased array
sufficiently accurately tec form high quality beams without the accurate
beacon location knowledge which is characteristic of radic navigation
schemes., The effects of phase measurement errors and baseline measure-
ment errors on array beam gain and pointing error are shown to be
reasonably small for beam pointing directions within the spread of the
beacons. The general self-survey technique 1is extended tc near-field
synthetic aperture systems in [16}. The article introduces a modification
that resolves the mad 27 ambiguity associated with phase multilateration,
aod shows that the self-survey technique cap be used for histatic (receive
only) and monostatic (transmit-receive) systems. The validity of the
technique is demonstrated by experimental self-survey and imaging with a
27 m synthetic aperture X-band (3 cm) system.

A recent study of very large arrays, arrays with aperture comparable
in size to the target range, has shoyn ultimate limits to the resolutian
achievable by aperture size. The study has focused attention on the
special features of very-near-field imaging. A new approach to imaging

in the very-near-field has been developed. The ideas will be tested

experimentally with radar data presently being taken under ARO sponsorship.

This work will be presented in QPR 44 of the Valley Forge Research Center.

Kisliuk [17] (see Appendix E, pp. E113-Fl118) has developed techniques for

flush mounting of wide band conformal antenna elements. Experimental

development of these elements is continuing.

INTERFERENCE REJECTION IN SELF COHERING ARRAYS

Both the adaptive beamforming (narrow field of view) and self
survey (widec angle) techniques for self cohering of large non-rigid
antenna arrays make use of beacon signals or target reflections, as

seen at the antenna elements, to aid in beamforming. Interference
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can reduce or destroy the ability of the adaptive system to self
cohere by use of these signals. Thus, the interference must be
cancelled locally at each array element (each phase measurement point).
Reference [18) introduces and analyzes three cancellation schemes

which meet the local cancellation requirement for self cohering:

1) An element pairing approach; this approach is suitable
only if the interference amplitudes are balanced at the
pair inputs.

2) An approach which injects a signal at each element to cancel

the interference; this approach is suitable only if the

| interference does not turn off during the instant the beacon

signal phases are measured.

3) An approach which controls the radiation pattern of the

elements (subarrays); this approach is the most versatile
and promising of the three methods but requires the most
hardware.

In a self cohering system the desired signals (target reflections)
are under operator control. Therefore, two cancellation procedures are
possible. 1In one procedure the system nulls the interference in the
abgence of target returns by minimizing the mean square of the intertering
signal power at the output. After nulling, the system can observe
interference-free target returns. In the other procedure, the least-
mean-square algorithm minimizes the interfering signal while the
imaging system is in operation; the interfereunce cancellation is
achieved in the presence of both the desired and interfering signals
by utilizing the power inversion property of the canceller. The second
procedure performs better only if the directions of arrival of the desired
signal and the interference are closer than a bound which depends on
the noilse-to-desired-signal power ratio. The usual way of obtalning
the reference signal required by the LMS aléorithm is through a reference
signal loop. The resulting phase shift of the reference signal relative
to the desired signal is known to cause weight cycling and frequency
distortion. A method for compensating for this phase shift is described
and demonstrated by simulation in [ 19] (See Appendix F, pp; F1-F9).

-8-
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Phase locked loops play an important role in nulling systems.
Reference [20] introduces a new phase locked loop (PLL). It is superior
;! to standard PLL's in both tracking and acquisition. The new PLL Ff
uses two phase detectors simultanecusly.

Nulling of a wide~band interfering signal requires wide-band
instantaneous frequency measurements, a continuously controllable

-
delay line, and a wide-band bilinear correlator. These components v !}

describes a SAW time inversion device which, together with a SAW -

.
E: are difficult to implement using standard hardware. Reference [21] i .{
{
h convolver, will provide the wide-band correlator. The voltage-controlled

¢

‘4

.

SAW delay line is described and analyzed in (22]. Reference {23} dis- '{
cusses the use of SAW devices for wide-band instantaneous frequency - j

measurement.

ENHANCED IMAGE QUALITY WITH SPARSE ARRAYS

£
-

A very large array must be very sparse in order that it not be

prohibitively expensive. A number of techniques have been developed

to overcome the poor sidelobe properties associated with very sparse ' j
arrays. Reference [24] introduces a sequential nulline technique j

which, according to computer simulation results,\is capable of

[
wlle
-y

accurately imaging target points with dynamic range greater than the

average sidelobe level of the array (See Appendix G, pp. Gl-G25). First,

. the direction of the peak of the conventional array output is determined.

. It is the first (strongest) estimated target direction. The target e

amplitude and phase are also determined. In the second scan, a null is :Q

fired 1in that estimated strong-target direction while scanning the main Cf

E beam across the scene. The second strongest target is determined from )
the second scan. In the third scan, two nulls are fixed in the directions -

:j of the two largest targets. By performing the nulling technique repeatedly,

? a sequence of estimated targets is determined. The technique

:t . stops when the array output (the total energy in the remaining image) is

-, sufficiently small to indicate that all targets have been nulled.

Computer simulations show that the technique has good noise tolerance and,

if combined with adaptive beamforming, also has good element position
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tolerance. The technique is now being applied to real radar data. The
work v1ill be submitted to the IEEE Transactions on Antennas and Propagation.
A second method (25) modifies the "clean" technique of radio
astronomy to process complex images rather than real images. This method
uses target subtraction rather than target nulling. Thresholds have been
derived which determine when to stop the iterative process. The work
will be submitted to the IEEE Transacations on Antennas and Prupagation.
Image artifacts, due to high sidelobes, change their locations from
image to image if the element positions are altered or the operating
frequency is changed. Superimposing or averaging images tends to build
up scable, correct portions of an image, while reducing, by smoothing,
the image artifacts. In principle, all the sidelobe crests can be
reduced to the average background level and all the troughs in the side
radiation pattern will rise to thig level. This theory is presented in
(26] (See Appendix G, pp. G26-G34). Steinberg [27] relates the work
of [26] to other diversity-based techniques which have been developed
under ARO and ONR sponsorship at the Valley Forge Researcu Center.
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(1]

(3]

(4]

[s]

(6]

[7)

(8]

9]

[10]

[11]

[12]
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Appendix A: Ground Based Radio Camera

3. ON THE DESIGN OF A RADIO CAMERA*

Bernard D. Steinberg Earl N. Powers
Raymond S. Berkowitz Shuah Teh Juang
INTRODUCTION

This report will describe a technique for constructing a very large, ran-
dom adaptive array for use as a radio camera. The radio camera is designed to
provide high resolution beams suitable for imaging aircraft at a distance of a
few miles. The array is assumed to operate at X-band frequency. It will have a
maxinun extent of about 1000 ft and is aggsumed to be a two-dimensional array con-
taining about 1000 elements. The parameters which have been mentioned arise from
considerations of the basic nerformance requirements of the array; i.e., band-
width, sidelobe level, .available terrain, and feasible econamy.

Studies extending back many years have resulted in knowledge of the expec~
ted performance of such a radio camera, and experiments have produced practical
experience in the types of hardware, processing, and signals which will be use-
ful for the large array. Several designs for array elemehts have been devalop-
ed which have the capability for reception of echo returns from targets, cohe-
rent detection, and means for communicating the detected signal (or at least its
significant parameters) back to a central point for processing: Some of these
designs have been experimentally evaluated. Designs have been worked out for
processing and combining the outputs of array elements, techniques for convey-
ing the various required reference and control signals over the array have been
studied, and techniques for compensating for the possibly initially unknown po-
sitions of the array elements have been studied. Bistatic and monostatic con-
figurations have been examined..as have techniques for providing transmit as
well as receive capability. Current studies are exploring the subtle aspects
of image formation and sidelobe suppression as well as other topics.

The building blocks are avallable for the design and fabrication of a large
experimental system. However, the path I{rom concept to a conpleted system is
heavily restricted by considerations of cost. Even though the random adaptive
array theory Tesults in systems that are orders of magnitude cheaper than those

avalilable from conventiocnal technology, they are still expensive, primarily be-

cause they must reach a certain critical mass in terms of size and number of

*This work is principally supported by the Air Force Office of Scientific
Research, under Grant No. AFOSR-78-3688,
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elements before their potential can be realized.

In a practical application such as the proposed 1000-element array, the num-
ber of elements can generate problems (from both the viewpoint of cost and diffi-
culty of fabricating many elem. ats, and the difficulty of low-cost computatior of
the image). Unfortunately, it 1s also difficult to scale the size of the array
to make experimentation less costly, because the array beamwidth remainsg a direct
function of its size, and the array pattern’'s sidelobe level is a function of the
tumber of array elements that are used.

The design philosophy presented herein endeavors to thread a path from de-
sign to fabrication such that the performance-to-cost ratio is kept approximately
ccnstant - thus aveiding abrupt expense thresholds as the syscem develops: Per-
formance should remain commensurate with cost throughout the program.

Previous experiments have avoided the cost sf large arrays by time sharing,
by conatructing a synthetic aperture through the movement of a receiver or anten-
pa over the array domain and collecting fhe signals over an c¢xtended time period.
Time sharing of the processing of the receiver outputs has also been congidered.
A central processor might control a set of cub-processors, each of which could
service a number of elements. The synthetic aperture approach is not ultimately
suitable to the large radio camera where it is desired to perform real-time imag-
ing. Furthermore, it is difficult to "grow" a radio camera from the synthetic
aperture approach; the simnle addition of more elements will demand more sophisg~-
ticated processing, and no major performance gain will be achieved until many
elements are added. The nature of required processing will also probably change

radically as the array changes from a linear synthetic one to a two-dimensional

- radio camera.

Multiplexing of the receiver outputs to time-share processing is certainly
a ugeful tool, but it has not yet provided an adequate total solution since it
does not influenc. directly the expense of the array elements. A multiplexed
processor can be designed that will grow gracefully as the number of array el-
ements increases, but useful imaging must still await the fabrication of many
array elements. A solution to this problem (and the basis of the design to be
presented) is to design an array element that has the same capability for easy
growth as does the multiplexed processing system. The array element must be
flexible enmough so that useful performance is obtained when only a few elements
are gvallable and there is a continuous growth path in terms of performance as
equipment and processing are added.

QPR No. 37
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A schematic repregentation of an array which accomplishes these goals is -
shown in Figure 3.1. The array shown is not the first array which will be con-~
structed nor is it the ulctimate radio camera, but it is illustrative of a mid-
saquence system design. Later reports will explain how this design evolved, and -
its potential extensions. This design example was chosen to illustrate sharing o
of gsystem hardware among many receiving points and the use of minimal central c
processing capability, :j

An array of 1024 sampling points is spaced over a8 region approximately 300

meters by 300 metera. The array is divided into 32 clusters, each containing a ;jf
‘ﬁﬂ' single subarray receiver/processor. The 32 subarray receiver/processors are con- ﬁ%
't trolled by a single master unit. The master control will treat the array as 1f "
i‘: it were 32 monolithic antennas, aeach aimed at the target to be imaged. The indi- -

vidual cluster arrays will be automatically aimed at the target through adaptive
beanforming rather than mechanical pointing as in the case of a real monolithic

antenna. The mechanism and processing for the adaptive beamforming will all be

contained in the receiver processor of each cluster array; the master control
unit will not be involved in the individual cluster beamforming except in an
overall supervisory capacity.

QPR No. 37




.........................................

.................

As indicated in Figure 3.1, each cluster array contains one recaiver/proces-
sor shared by 32 receiving anteunas placed in a circular array about it, and con-
nected to it via cables. The antenna inputs will not be time-shared; there wil
be 32 parallel receiving and processing channels. However, there is a substantial
equipment saving by centralizing the cluster system since all the local oscillator
units (used only for down conversion), the frequency and.phase reference systems,
and the local procesing can be shared among the 32 receiving channels.
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FIGURE 3.2 PATTERN COVERAGE AND BEAMWIDTHS

As shown in Figure 3.2 the individual antennas might have beamwidths of about
20° in horizontal and vertical planes. These antennas would be pointed to inter-
cept the approach flight pattern normally used by aircraft landing at Philadelphia
International Airport. The beamwidth of these antennas is of course arbitrary ar
this design level and will eventually be determined by analysis of SNR vs. angle-
of-view, If the cluster array has a diameter of about 5 meters, each cluster can
generate a mainlooe beamwidth of about 5 mr at X-band frequency. Since this beam
is formed adaptively, it may be located anywhere within the 20° lobe of the indi-
vidual cluster antennas; but in any case it will always be pointed at a beamforming
point on the target: It is assumed that the target will be illuminated by a sepa-
race radar. When the individual cluster arrays have cohered their inputas they will
generate a single sum waveform which will be returned to the master control unit.

The master control unit will then adaptively beamform using these 32 inputs and

QPR No. 37

A=y




LA BRI Rl J ot Al i e i i S T A i I AL L LT I N R O L S P R

o

e

10
KN

[k s

LIRS v . o v -
@ .

s e S e T L N e .

. Vil
PP oot o e

BRI

e

St "o
tﬁyillb'

L
>

\
l.“ 4
-

R

-

L AL ) -
ol e ey
. e e e ey,
L [T S -*

o

-
S
Q0

o

4 s o S
@S

B A

el W _w

£

! -
. . t
generate a 0,1 mr beam in the center of the cluster array wainlobe. . ",
X .
X g
x |
X band
X
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X
CLUSTER Vo
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FIGURE 3.3 BEAMFORMING AND SCANNING OF CLUSTER ARRAY

3

Figure 3.3 ghows a schematic representaticn of the operations performed by

L4
.
»

the individual cluster arrays, auxd the overall oiganization of the array by the

<o

master control unit. Linear arrays were assumed for ease of illustration. The in-
dividual clugter arrays will initially self-organize to place a receive beam on the .
far-field target located at angle ¢1. The beamforming of the clusters and the over~ :
all urray will be accomplished on a specular return from the target. As indicated,
each of the cluster arrays will receive a planar wavefront which will be the source
of coherence for that cluster. The master control unit will then cohere the array
clusters by phase-shifting their outputs, using the planar wavefront which extends
over the entire array as the beamformer source, The master control unit will then
scan the array over a limited angular extent by introducing phase shifts in the aig-
nals as they are received from the outputs of the cluster arrays. In this example -

it is assumed that the beamwidth of the cluster arrsy will encompass the target’
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aireraft and che master control can image the aircraft by scanning within tte
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cluster bemmwidth, It is apparent from Figure 3.3 that the extent of the scan is ’

-
-
v

limited, since as the overall system is scanned away from the direction of the ]

initial beaxforming source, greater and greater phase errors are introduced due i

to the error in the pointing direction cf the individual cluster arrays. The

ST rYer

.
A4 "2

master coutrol can only scan the array's beam patterm over the region determined

Ar s ¢ = a2

by the beamwidth of the individual clusters. As the narrow beam produced by the
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master control unit is scanned toward the edge of the beam pattern of the clus-
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ter array, the amplicude of the cluster signal return will begin to decrease. It .
will be assumed for this discussion that chis i3 the dominant effect of scanning ;
5

to the cluster beam edges and that phase remains approximately constant over the

A
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cluster array beam. This hypothesis is borne out by previous experimental work.
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Fox this first description of the cluster array concept it has been assumed

that the dimension of the cluster array i1s chosen so that its wmain lobe has a :

crogs-section of about 50 meters at 10 lm (i.e., approximately 5 mr beamwidth) to

- %t
.
a‘a"a

pernit imaging an entire alircraft; however, the ratio of the size of the individ-

‘P9 o 8 @
L .
3

ual cluster arrays to the overall dimension of the entire set of clusters is an

important design parameter iu this array concepf. Later sectioms of this descrip- ﬁ

tion will discuss the effects of increasing the cluster size to form a much nar-

Ry .

Ei &{ rower sub-beam, perhaps having the dimensione of only a few beamwidths of the :

Ef " overall cluster array. The use of large cluﬁter arraya is of particular interest :
. . when the array is modified to functiom as & transmit/receive unit rather than as

{Q:?” a bistatic unit. This cluster design lends irself well to the fabrication of a 5

;E : transmit/receive ari;ay systenm. ]

;it‘i Earl N. Powers f

o %

;;:" SOME SIGNAL LEVEL CALCULATIONS FOR A GIANT RADIO CAMERA

5? - Work has begun on the design of a giant radio camera to be installed at Val- f
'E :; ley Forge Research Center. Here we present a likely set of system parameters and

1! point out signal level requirementsg for reasonable performance. A typical Giant %
fj ;: Radio Camaera can be represented by the simple model shown in Figure 3.4. The 1illu-

H? . minator and receiving array system are operating at X-band frequency‘'range., A=3 cm,

:; ?; There are 1024 array.elements distributed randomlyover a large area such as 300 m 4

E; x 300 m. The beamwidth of each element is about 45° and the noise figure cf cach

N
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element is 10dB, Furthermore, a 2-ft diameter parabolic dish antenna is used X |

for the operation of illuminator.

TARGET % e

% =0Ju3
]
D~ 21t
ILLUMINATOR A< - — - - - -9 =8/q0 & RECEIVING
Ry 0P Y0570 ARRAY .
2,.0.0 0% |
OOOOOPO
(o]
FIGURE 3.4 SIMPLE MODEL OF GIANT RADIO CAMERA -
b |
The objective here is to examine typical signal power requirements. St
Assumptions are made for the calculation of a typical model. For example,

the target's cross—section (Gt) is takean to be 0.1 mz. The distance between -

illuminator and receiving array is about 1 mile, and the distance between tar-
get and illuminator is 20 miles. The distance from target to receiving array -
system is glso assumed to be 20 miles, 3

The radar equation [1] is used to calculate the signal-to-noise ratioc of
S a single element for the reflected link. The data and result are listed below.

(Fp) @ transmitted power in dBw,

(Gp) = the gain of 1lluminating antenna in dB, C%
Gy - 4h L Gl x O 30.48)%) _ 4005 5 _ .
A 3 i
+ 36.1 dB '
e QPR No. 37
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' (Gel): the gain of element's antenna in dB, : ;1

.- . 1 2 _ 4y o i

cel r x (Beamwidch(rad)) an(n) 20.37 fj

+ 13.09 dB 5

'I

a A =3@m +4.77dB e [ )
. : Rl " Rz % 20 miles = 17.6 n. miles + 12.45 dBn nile

o, =0.1 w2 + <10 dB @’

. L R I
‘!l FRNEINE IOV I DR DN

signal bandwidth, 2W = 11 KHz -+ 40.41 dB Hz.
- noise figure, NF_ = 10 dB -
typical loss of the link, L_= & dB 2
. (/8] = (P)+(S J+(G g, #2Q)+(0)-2(R))-2(R))-2(W)-(RE )- (L) %
@ = (Bp) - 55.5 1 »
where [S/N]r is in (dB) and (PT) in (dBw). v
-]
The direct link between illuminator and receiving array is calculated in j
i case of the utilization of a broadcast reference signal. The result is shown !,
ag follows. i
. - - - .:‘
5 R3 1l mile = 0.88 n mile = -0.555 dBn oile »
s The beacon equation can be applied here. »
: * 1Y) - - ~ N - -+ - -':‘
8 [S/N]cl (PT)+(GT)+(Ge1)+2(A) 2(R3) 2wW) (NFO) (Lo) 77 (P_r)+82.43 (2) x
3 _r\
where [S/N), is 1n(dB) and (Py) in (dBw). “
It is seen that [S/N]d is much larger than [S/N]r' As 3 . 1sequence, :::5
we don't have to worry about the intensity of reference signal. In additiom, ',3:]
- a cable or wire can be used to transmit the desired reference from the {llumi- ']
' nator to the array module. '
Next, the illuminated region is calculated as follows.
: SR S -
- D x Rl 7230.58 ¥ 20 miles = 1 mile »!
Alx1l m11e2 region is obtained. This value may not be enough for a
practical system, However, it can be improved by changing the parameters of f‘
- illuminator. .
v From T. Dzekov's dissertation (2], we can show that in the case of syn- -,-'
chronous detection the signal-to-noise ratio is improved by a factor of N ;‘
(N = number of array elements), whereas in the case of square-law detection ..:
the signal-to-noise ratio improvement tactor is N/2. Thus the output signal-to- e
b ®
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noise ratio is given as follows.

(1) Synchronous detection:

[smlrou:- [S/N]_ + 10 log, N , N=1024 = (P,) = 25.4 ° (3)
(2) Square~law detection:
: N o
[S/N]rwt.' [S/N]_+ 10 log,y 5 = (Pp) - 28.4 %)

DISCUSSION, CONCLUSIONS

It is seen that the critical requirement is given in (1) for the single
element receiver SNR as a function of (PT)’ transmitter power. For the para-
Deters assumed, (PI) must be 65.5 dBw (PT-B.SS Mw) to realize a 10 decibel SNR.
Single element SNR is important in the beamforming phase of radio camera op-
eration. It 1is possible that the (PT) requirement can be relaxed from the
following consideratims.

(a) 30 or 40 dB can be gained by using a corner reflector target rather
than the 0.1 m2 cross~gsection target agsumed.

{b) A narvower effective bandwidth W can be used for beamforming. .

(c) Higher gain antennas can be used.

(d) Smaller ranges can be usefully assumed.

In any event, the situation for imaging should be much better as shown in
(3) or (4), gaining up to 30dB for the multiple element array.

In the next quarter more speciflic designs will be obtained so as to pro=-
vide high resolution imaging capability.

Raymond S, Berkowitz
Shauh Teh Juang
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3. CLUSTER ARRAY RECEIVER PROCESSOR ¥

: Raymond S. Berkowitz Earl N. Powvers }
Shauh-Teh Juang -

- »)
INTRODUCTION . oL

This article is a continuation of the description of the X-band cluster ;E

if_ array concept presented in QPR No. 37. This system will employ a total of 1024 %é
': receiving points placed over a 300x300 meter area at VFRC. The purpose of this —
< array is to produce high resolution images of aircraft travelling along the fj
o flight path to the Philadelphia airport. _ﬂ
RS -
8 RECEIVER/PROCESSOR »

Fig. 3.1 shows a block diagram drawing of the equipment required for the
implementation of the cluster array receiver/processar. In this descriptiom,

[y

'
o a.a_ 2 s 2

it is assumed that the cluster array will consist of 32 antennas placed reason-

e
- e LIt
TSI e SRR, s

7
i' ably uniformly, but not with high accuracy, around a receiver/processor. The
outputs of the antennas will be returned to the receiver/processor via cables
or wave guide. Since the array dimensions are chosen to provide a 5 millira- {j

dian beamwidth, the overall size of the cluster array, i.e., 6 meters, bounds

ie

PO W W

the extent of the cabling system. The relatively short distances to Le tra-
versed will limit the signal losses to few dB. Each of the antenna outputs re-

-~y

3

. -
. &
v

.

«

i

~ turned to the receiver/processor will be mixed with the output from a local os- j
. cillator to genarate an IF channel which will be amplified to drive a phase de- ey
tector. ‘

The oscillator supplying the local input for the bank of down converters
will be shared between all, in this case, 32 channels. The local oscillator

= say obtain its frequency and phase reference via a cable from the master con-

= trol unit as indicated, or the cable might be replaced by an RF link. The mas- ;?
< ter control will supply the reference to all 32 clusters. The local osciliator ;i
o will be phase locked to the reference, so that its frequency will be exactly :ﬁ
B determined and its phase will be constant, even if unknown relative to the j;
&3 other local oscillator in the other array clusters. ié
The phase angles of the 32 IF channels are measured relative to a common ;ﬁ

reference signal derived from the master control signal, and it is assumed that ;;

the SNR is adequate so that low paés filtering_following the détéctor.hlll ' fﬁ

L2 )
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suffice.

Other applications may require more complicated integration; in this ex-

ample, target range is short, relatively constant, and adequate transmit power is

assumed.

Simil.:xly, considerations of doppler corrections or signal compression

for runge resolution have been postponed until this basic design 1is complete.
After passing through a gated amplifier, the outputs from the phase detec-
tor will drive phase shifters which will be used to co-phase the IF signals

from each of the antennas.
outputs, and then the complementary D/A operation.

ed because of the advantages of a digital phase memory.

Figure 3.1 shows A/D conversion of the phase detector
These operations were includ-
The A/D and D/A unics

need not be high performance, since they are used only to process the phase an-

gles needed to adaptively place a relatively wide beam in the direction of the

target.

That is, the system operation will be initiated by the reception of a °*

planar wavefront from the target; at this time, the phases of the 32 channels

‘u!.ﬁﬁ—.a; S I PR PP -E-.- Tyt m
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will be measured, converted to digital form, and held in memory. The reconvert-
ed analog version of these stored values will drive the channel phase shifters
to co~phase the signals, The planar beamforming wavefront is assumed to arrive
only occasionally, and conaequently':he A/D and D/A units do not have to operate
rapidly.

The control for activating a phasing operation will consist of a command
which is relurmed frow the master control unit; the amplifiers shown in the
phase—-detector phase-shifter loops are assumed to have sample and hold capabil-
ity 9o that they can maintain the beamforming phase while the A/D process is un-
der way. The outputs from each of the 32 channels after phase shifting are sent
to an analog summer, then demodulated and converted by a single A-to-D converter
and returned to the master control unit. A-to-D conversion at this point is ar-
bitrary; it may be advantageocus to return the summed analog signal directly to
the master cunirol, rather tham converting it to digital.

In eicther case, only the combined signal from all the array elements is
pProcessed; this is in contrast to earlier system designs which typically de-
manded A-to-D conversion for each antenna output signal. . This required either
individual A-to~D converters or more probably a single high-speed converter and
a mltiplexing circuitry. In exchange for eliminating individual channel A/D,
it has been necessary to add the phase-detector/phase-~shifter network; however,
the phase~detector will be required in any case and the major addition equip-
ment 1is limited to the amplifier and the phase-shifter. In addition to the sav-
ings in hardware arising from combining the cluster antennas outputs, a large
saving in computation and processing is accomplished through the 32-to-1 combin-
ing inherent in this cluster array system. The master processor for the array
will manipulate the output from each array cluster, but not the individual com-
ponents of the cluster output. Each array cluster will have the capability for
adaptive beamforming, but at the current level of discussion, the cluster's
adaptively formed beam will not be acanned, However it is apparent from the de-
sign, that the addition of a scanning operation would be relatively simple
through use of the availzble phase-shifters, It would require primarily an in-
terface between the array module and the processing system. The possibility of
adding a scan capability will be discussed as the design develops.

The final major component of the cluster array system shown in Fig. 3.1 is
a processor which will compute the varlance of the amplitude and phase measure-
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ments of the signals from the array elements. This information will be used to
establish the conditions for beamforming, i.e., a minimum variance amplitude mea-
surement, as is typical of a linear phase-front suitable for adaptive beamforming
(1). Similarly, since the array is of limited extent, a best-fit-planar surface
could be used to measure the ohase deviations over this cluster, and this might
also be used as an indication that a suitable wavefront has arrived for adaptive
beamforming. The phase angles are available at the detector outputs, but it may
be necessary to add envelope detection to provide the amplitude data. The intent
of this design is to minimize equipment as much as possible without limiting the
performance of the srstem: the basic components required for independent receiv-
ing channels have been retained, but common equipyment such as the local reference
source ig shared among all the channels. This design is a first effort and may
not be optimum, The total equipment might be reduced further, but probably only
at the expense of complicating the syatem operation. For example, in the assumed
application of imaging an isolated aircraft flying along a predictable flight
path, it might be possible to introduce an additional wmultiplexing level. The
received gignal from the aircraft will occupy only < swall number of range bins
and, 1f suyitable delays between the array antenna outputs could be introduced, it
would be possible to time-share a single mixer and IF chain between a number of
antenna elements.

It should also be noted that the design of the cluster array processor/re-
ceiver ig particularly attractive from the viewpoint of converting it into a
transmit/receive unit, Since all the cluster antenna outputs are referenced to

- a single phase source, conjugation of the inputs values to the phase-shifters

used for receive beamforming, could be accomplished simply. This topic will al-

so be explored in a later sectionm.

CLUSTER INSTALLATION, CALIBRATION AND OPERATION

Pig, 3.2 (repeated from QPR No. 37) shows a schematic representation of the
¢luster array system, The Valley Forge aircraft imaging application can be im-
plemented by using small horna having nominal beamwidths of about 60°-90°, each
aimed in the direction of the flight path along which the aircraft to be imaged
will appear. The antennas aée assumed fixed at approximately equal angle incre-~
ments in a circular pattern about their receiver processor. This geometry was

chosen because it implies an obvious phase center for the cluster. The master
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FIGURE 3.2 CLUSTER ARRAY SYSTEM

control unit must have knowledge of this phase center location far each cluster
in order to scan the array. Other cluster array geometries may be superior in
some respects such as sidelobe levels, and the optimum cluster geometry is a
toplc for future study which will be bypassed for the moment since it is be-
yond the scope of the curremt discussion. The circular geometry of each clus~
ter should define the phase center of the array accurately enough so that deter-
mination of the exact position of each of the array elements will not be essen-
tial. However, if it is found necessary to actually measure the positions of
the array elements, this might be accomplished within the cluster in a variety
of ways. The simplest approach would probably be a simple mechanical measure-
ment of the elements based upon a reference point located on the receiver; since
the cluster is assumed to be agbout 6 meters in diameter, this measurement would
not be difficult. However, if the clusters were made larger, other techniques
would be indicated. More sophisticated approaches could involve an automatic
distance measurement using scoustics or RF. A middle-ground approach would be

to equip each of the cluster antennas with an infrared or laser reflector and
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S use a corresponding infrared or laser transit placed at a reference point on
the processor/receiver.

It will be assumed that since the individual antenna elements are small
'iI and contain no accompanying electronic packages, they may be placed with suffi-
cient rigidity to insure that frequent updates in the survey are not required.
) Similar survey options exist for the determination of the array cluster
A phase centers relative to the master control unit. Probably the middie-course },‘
- route of an IR or laser transit represents the simplest and most economical way »
: c¢f surveying the phase centers. Because of cluster approach, the survey of the o
array from the master control point consists only of locating the cluster cen-
ters. In the assumed example, these will number 32 so that the survey proce-
dure is much reduced from that which would be required to survey all 1000 ele- -
ment locations, in order to treat them as individual elements.

The cluster array concept is also attractive from the viecwpoint of elec- ‘
trical calibration since it can also be performed in two steps like the system ;&f

survey. A portable antenna cabled to a source at the master processor might _3!

be moved sequentially to each of 32 clusters to adjust for phase shifts in the

reference signal system and the return connections from the cluster arrays. A |

similar procedure could be used for collection of the individual receive chan- t,
nels in the clusters; in this case, the calibrated source would be derived -
“ from the receiver/processor in the cluster to be calibrated. It should be ‘!‘
;:ﬂ noted that adaptive beamforming may eliminate the need for extensive phase cal- ’ik
¥ ibration; however, the two-step procedure described is probably more desirable B
than the calibration prior to assembly of the cables, amplifiers and other com- {!
ponents of the system, and should be considered as part of the initial setup
: procedure for the array. T:T
:;fi This array system will include a separate radar transmitter to illuminate
:ii- the target aircraft. The individual clusters will function independently to |
ébé beanform on the i{lluminated target. The first useful return from the target *:1
L aircraft must be specular in nature 1f the array clusters are to adaptively
beamform. In this application, the returm to the cluster arrays will be limi-
O ted to sidelobe clutter in the absence of a target and this level 1is assumed
_?_,‘_ low, relative to a useful specular return from the target. Since the clusters !4
}ij are relatively small, any specular return may be expected to occupy a siagle i
’;‘ range bin and the adaptive beamforming procedure would be initiated by'peak i
|
CE QPR No. 38 ._‘
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detecting and storing the amplitude and phase of the target signal returm. A
firat criterion for beamforming, would be that the maximum signal was found in
the same range bin {n the majority of the cluster array channels. (The range
bin timing would be initiated by the main-bang feed-through from the illuminat-
ing radar.) ) )

The array cluster processor will examine the variance in amplitude across
the elements of its array to determine whether the return is likely to be spec-
ular. The measured phase angle will be held while the variance information is
returned to the master control, which will decide to signal all of the array
clusters to freeze their phase memory at the indications produced by the pre-
vious illuminating pulse. )

The decision of the master control unit is straightforward 1f all the
clusters simultaneously identify a minimum variance condition, since this indi-
cates that the wavefront is suitable four adaptive cohering of the entire array.
The master control decision is less clear when the cluster outputs are not con-
sistent~~a condition which results either from a non-specular return, or be-
cause a specular returnm {s visible to only part of the array. In the former
case, the master control may simply not freeze the measured cluster phases,
but wait for ; more favorable wavefront. In the latter case, if the majority
of clusters have received the specular return, the master control may simply
ignore the remainder, freeze the phases and proceed to scan the target.

In summary, the phase memories of each cluster will normally be updated
on each transmitted pulse unless they are deliberately frozen by the master
control unit. Prior to being frozen, the cluster will exsmine each return,
searching for peak detected signals that all occupy the same range bin. This
condition suggests a possible specular return and will initiate an examinatioa
of the amplitude variation of the retyurm across the cluster. The amplitude
variance information from each c¢luster will be returned to the master control
unit which will make the decision to freeze the cluster beamforming phases if
there 1is an adequate indication of a aspecular return. Once frozen, the master
control may phase-shift the outputs from the clusters to play a narrow scan
across the target. This scanning procedure will involve only the introduction
of phase corrections in the 32 cluster outputs returned to the master control.
The master control processes only 32 inputs rather than 1,024 signals produced
by the individual antennas. The major advantage,of greatly reduced processing
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E!. and required analog hardware, i3 possibly offset by the poor sidelobe performance .

_— of the cluster concept. In the worst case, the overall pattern of the array will
S be éiven by the convolution of the assumed identical cluster array patterns and
e the pattern arising from considering the 32 clus;er phase centers as a random ar-
Iil ) ray. The near~-in sidelobe may be escessively high.Future work will explore this
Sl trade-off through reducing the sidelobes by transmit/receive operation and the use

of independent cluster patterns.
Earl N. Powers
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Airborne Radio Camera

INTRODUCTION

Radar performance in noise and jamming is a
monotonic function of the power-aperture product [1,
2). This paper evaluates the improvement in radar
performance due to increasing the aperture size of air-
borne radar by distributing antenna elements or small
subarrays throughout large portions of the skin of an
aircraft. The performance measure adopted is signal
to receiver noise ratio (SNR) and its equivalent, detec-
tion range of targets in noise.

The critical technical problem is that of overcom-
ing the distortion in such a phased array due to the
nonrigidity of the skin and airframe. This problem is
introduced (but not solved) in the paper, and a discus-
sion of other difficult technical problems is presented.
The problem of nonrigidity must be overcome by a
retrodirective (3, 4], self-adaptive technique (5, 6, 7}
based upon echoes from land or sea :lutter.

In addition to enhanced SNR and detection range,
increasing the size of the aperture to include all or
most of the airframe offers the advantages associated
with small beamwidth.

. One important advantage has to do with protec-
tion against jammers that are close to the axis of the
beam. Rejection of jamming energy by low sidelobe
design or adaptive techniques such as coherent side-
lobe cancellation and adaptive nulling [8-12) are
known and useful techniques. Main lobe jamming,
however, is not suppressed without hazarding the sup-
pression of target return. Increasing the size of the
aperture reduces the width of the main lobe and
thereby reduces the minimum angular separation be-
tween target and jammer at which sidelobe suppres-
sion techniques can operate.

A second advantage of the reduced beamwidth is
the enhanced potential for target counting and
classification.

Aa additional value of the improved detection per-
formance is the possibility of a drastic reduction in
transmitter power for a given performance so as to
permit the successful design of a low probability of
intercept radar.

The paper focuses upon the SNR performances of
three airborne distributed array systems as compared
with that of a conventional radar with a modest sized,
confined antenna used both for transmitting and
receiving. From the parametric relations that are
developed, the conditions which produce superior
detection performance can be determined. Generally
speaking, it is found that the larger the aircraft and
the shorter the wavelength, the greater the potential
benefit. In vne X-band design a potential increase in
detection range by a factor of 4 is reported.
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NOMENCLATURE

Average transmitted power in watts.
Transmitter antenna gain.

Receiving antenna area in meters squared.
Wavelength in meters.

Integration time in seconds.

Target cross section in meters squared.
Target to radar distance in meters.
Boltzmann's constant (1.38 % 107 joules per
degree Kelvin).

Reference temperature (290 degrees Kelvin).
Total system and propagation loss factor (in-
cluding receiver noise figure, integration loss,
antenna efficiency loss, filter matching loss,
etc.). Subscripts are used in the text to
distinguish between the systems.

Azimuth beamwidth in radians.

Azimuthal surveillance sector in radians.
Elevation beamwidth in radians.

Elevation sector in radians.

Width of high gain antenna in meters.
Length of aircraft in meters.

Width of strip available on the fuselage for
the distributed antenna array in meters.
Deployment efficiency (fraction of available
fusclage area used as electromagnetic
transducer).

Scan time in seconds. .

Number of antenna clements.

Average power radiated by individual element
in watts,

Element aperture in meters squared.

XN *=mo :1»3.9‘(,

3 gros e

d2ZH

>

MONOSTATIC RADAR WITH ROTATING
TRANSMIT-RECEIVE ANTENNA

This is the reference system against which the
distributed antenna systems are compared. Examples
are the E-2 and E.3 airborne early warning (AEW)
systems. The integrated output SNR is given by (2]

SNR & r = PGrApoTo/(4n)'RkTM. 0))

The azimuth beamwidth 8 = A/D. The antenna
gain is given by G, = dn/84 = 4nD/A¢. The receiving
antenna area is given by 4 = AD/4. It is assumed
that the integration time 7T, is equal to the time on
target (time during which the target is illuminated).
That time Is less than 7, by the ratio of azimuthal
beamwidth to 2n, or T, = AT,/2nD where the scan
time 7, is the time for a mechanicully scanning anten-
na to rotate 2n rad. Making these substitutions yields

r = P\oDT,/8n*¢}R*kTM, 2

where the subscript 1 has besn given to M to
designate system 1. The elevation beamwidth ¢ of the

antenna is assumed to be equal to the desired eleva-
tion coverage ¢,. :

DISTRIBUTED RECEIVING ARRAY AND HIGH
GAIN ROTATING TRANSMITTING ANTENNA

Fig. | shows how the reference system is modified.
The high gain rotating antenna is retained but is used
only for transmission. The receiving system is a
distributed array; a fuselage array is depicted in the
figure. It consists of N receiving elements disrributed
in a band along the length of the fuselage. Let the
length of the fuselage be L and the width of the band
be W (e.g., L and W for a Boeing 707 are approx-
imately 45 m and 2 m). The receiving array is
distributed along the aircraft surface forming an aper-
ture of length L » D; hence the receiving beamwidth
is much smaller than the transmitting beamwidth. To
prevent diminishing the number of hits per target, the
signal processor simultaneously forms a group of ad-
jacent receiving beams to fill the transmitting main
beam. The number of receiving beams will be 8,/0,
= L/D, where 8; is the transmitting beamwidth and
On is the receiving beamwidth. The elevation beam-
width of the receiving array (A/W) is usually much
narrower than the required elevation coverage §,.
Hence W4,/A receiving beams in elevation must be
formed to cover the desired sector ¢,. -

Number of Receiving Elements

The element radiation patiern should cover the
desired surveillance sector of the radar. Therefore it
should have a beamwidth of 6, in azimuth and ¢, in
elevation. The width and length of each array element
are, therefore, D, = 4/6, and D, = A/4,, respectively.
The fuselage area available for deploying the elements
is L W. If we assume that a fraction n < 1 of that
area is used for the electromagnetic transducer, then
the number of antenna elements in the fuselage array
becomes

N = nLW/D,\D, = n LWB,4./A%. 3)

Equation (3) is evaluated for two different air-
crafis and the results are given in Table |. On¢
airplane is the Boeing 707, a large aircraft which
could serve an AEW function; the other is a smaller,
high-performance aircraft such as the General
Dynamics F-16. L and W for these aircraft are ap-
proximately 45 m and 2 m, and 10 m and | m, respec-
tively. In both cases n = 0.5 is ussumed. Taking the
azimuthal surveillance sector 6, = 2 rad and the re-
quired elevation coverage ¢, = 1 rad, the number of
elements is shown in Table 1.

The SNR is derived by substituting the proper area
A in (1). A is given by NA.. The effective element
area A, is given by /4,8, G, is given by 4nD/A¢, N
is given by (3), and 7, by AT,/2nD. Substitution yields
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r = nPoL WT./8m¢,R*kTM,. 4

It is interesting to observe from (4) that the signal
to noise power ratio is not affected by the transmit-
ting azimuth beamwidth. This is true provided that
the beamwidth does not get so large that it is no
longer possible to integrate coherently across the
beam. In that case integration must be partially
coherent and partially noncoherent, and the integra-
tion ioss increases, a factor affecting the performance
of system I11. This is discussed numerically in a later
section. Also discussed there are the relative beam-
shape losses. Another reievant factor in comparing the
systems is that even though the SNR might not be in-
fluenced by azimuth transmitting beamwidth, the
number of recciving beams is affected by the beam-
width; hence the size of the transmitting antenna af-
fects the complexity of the signal processor.

DISTRIBUTED RECEIVING ARRAY AND LOW
GAIN NONROTATING TRANSMITTING
ANTENNA

In this design the high gain rotating transmitting
antenna is eliminated and one of the array elements is
substituted as a low gain, wide beam transmitter. The
azimuthal width ¢f the transmitting antenna pattern
becomes equal to 6,. Its elevation beamwidth ¢, is un-
changed. Therefore, G, = 4n/$,6,. The receiving
antenna is formed from N such antenna elements.
Therefore, A = NA, = MA?/6,4.. Substituting (3)
for Nyields A = nLW.

To achieve the maximum integration gain, the
signal processor simultanecously forms a group of ad-
jacent receiving beams such that the azimuthal sector
covered by the receiving beams is the same as that of
the transmitting pattern. Hence, the integration time
Te will be longer than in designs I and 1, which com-
pensates for the low gain of the transmitting antenna.
The relative efficiencies are discussed in a later sec-
tion. As a result of the increased integration time, the
integration loss also will be increased. M, can be used
to indicate this increased loss. As in system I1, W4,/
recelving beams in elevation are formed simultaneous-
ly to cover the desired sector ¢,. For generality the
transmitter power will be indicated by P’. Making
these substitutions results in

r = nP'oLWTo/4n0,4,R‘kTM,. (3)

DISTRIBUTED TRANSMITTING AND
RECEIVING ARRAY

Here it is assumed that each element transmits and
receives. The average power transmitted per element is
P, and the element gain is G.. The average power den-
sity at the target due to a single transmitter element is
W, = P,G./4nR?. The electric field £, is proportional

Fig. 1. Distributed receiving array and high gain rotating transmit-
ting antenna.

TABLE |
Number of Elemerts Deployable Along One Side of the Fuselage, n
= 0.5

Wavelength (m) Aircraft N
0.3 Boeing 707 1000
0.1 Boeing 707 9000
0.03 General Dynamics F-16 1 1000

to W}’ When the transmitting array is focused on a
target the total electric field is £ = N E, and the total
average power density is W = NIW,, Therefore the
SNR at the receiver is

r = (N'P,G,)o(NA,) T/ (4n) Rk TM, 6)

where NA, is the total receiving aperture and T is the
integration time. In this design electronic scan in
azimuth and elevation for both transmit and receive
beams is required. The ratio7,/T, is equal to the
number of transmit-receive beams within the
surveillance sector 6,, $,. Therefore T, =

AT, /L W8,¢,. For this design integration losses can be
ignored since T3 € 7,. (Care must be taken that Ts is
not less than one interpulse period, however, a condi-
tion which the equation above may lead to at the
shorter wavelengths. In such a case 7, must be
lengthened or the other parameters decreased so that
at least one hit per target is available to each beam.)
The gain and aperture area of an element is the same
as Gy, A, in design II1. N is given by (3). Hence NA,
= nLWand T, = nT,/N. Muking these substitutions
yields

r = pNP,oLWT,/4n6,4,R*kTM,. 0)
SNR IMPROVEMENT FACTOR

The ratios of (4), (5), and (7) to (2) are the relative
SNRs of the three distributed array systems to the
conventional, monostatic radar. This ratio, designated
the relative gain or improvement factor /, is given in
the first column of Table II.

The second column of Table Il is based on four
assumptions: 1) the angular sector 8, is assumed to be
about 2 rad; 2) the required elevation coverage is
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TABLE Il
SNR Gains of Systems I1, 111, and 1V Relative to System |
W—-—_—_—_——

SNR Improvement Factor /

Special Case, 8, = 2rad, ¢, =
lrad, To = T, P/P =

System General Case NF/P = 6/2n

Il aMLW/MAD M LW/M\D
M 2enM P THLW/M,PO.TAD nM LW/M\D
IV 20MNPALW/MPOAD "M LW/MJAD

about 1 rad; 3) Ty, = T,, which implies that the rate
at which target data are delivered to the user is the
same for all systems; 4) P'/P = NP,/P = 8,/2n,
which implies the use of the same power per angular
sector for all systems. It is seen that for all distributed
designs / increases lincarly with LW¢,/AD. LW is the
fuselage area (one side) and AD/4, is the aperture of
the conventional fuselage area (one side) and AD/9, is
the conventional antenna used in design I. L W$,/AD,
therefore, is the maximum potential increase in aper-
ture. Since n is the fraction of the fuselage area used
to deploy the elements, nL W4,/AD is the factor by
which aperture increases. It is shown later that system
lostes My, M,, and M, are larger than the loss M, of
the conventional design (i.e., the fractions M,/M,,
M,/M,, M,/M, are smaller than unity). Hence the
aperture gain nl Wé,/LD must be significantly hig her
than unity to make the distributed designs attractive.

RELATIVE SYSTEM LOSSES

The parameters My,/M,, M,/M,, and M./M, repre-
sent total system and propagation losses for designs
11, 111, and 1V ralative to the conventional design I,
The contributions to the system loss are compared
below. Propagation iosses are unaffected by choice of
design.,

Beam-Skape Loss

As the beam scans over a target, the echo pulses
are modulated by the antenna pattern, reaching the
maximum value only when the beam points directly at
the target. Blake {16, 17} showed that antenna modula-
tion represents a loss of SNR of 1.6 dB for an anten-
na scanning in one dimension and a 3.2 dB loss when
a pencil beam is used to scan in two dimensions.
When the number of hits per scan is ve.y low, the
average loss will increase because the target might be
seen only at the edge of the beam. The pattern loss
for these cases are given in [18).

For the purpose of this analysis it is assumed that
the conventional design (system 1) has a pattern loss
of 1.6 dB (0.8 dB for transmission and 0.8 dB for
reception).

Design 11, using the mechanically scanned
transmitting antenna and the electronically scanned
multiple narrow beams for receiving, has the same
modulation effect both for transmitting and receiving.
Therefore, the pattern loss for this design is the same
as that of system I.

System IlI also uses multiple receiving beams.
Here the receiving beams are stationary, but since
they are very narrow, aircraft and target motion cause
target echos to move through several receiving beams
during the integration time. This is equivalent to scan-
ning the receiving beams over the target. Therefore a
pattern loss of 0.8 dB for reception is assumed.

The broad transmitting beam in system I also is
stationary. Its power pattern GA$) is angle dependenit.
Its maximum value is at @ = 0 and it drops by 3 dB
for 8 = + 6s/2. The beam-shape loss for this case is
defined as the additional SNR required to maintain
the same average probability of detection P, as for the
loss-free case.

The SNR depends linearly on GA#6). Since P, is a
function of SNR, it also is angle dependent, i.c., P,
= g(6). If we assume that targets are uniformly
distributed in angle throughout the surveillance sector

8,, then the average probability of detection is given
by

— Soly/2
P.=6." [ pu 8(8)d. (8)

It is further assumed that in the interval —85/2< 6 <
Bs/2 the one-way power pattern and, therefore, the
SNR can be approximated by a constant times
cos*(2n6/26,). The nonlinear dependence of P. on
SNR is calculated in many radar handbooks for dif-
ferent false alarm rates. By using P, (SNR) given in
{1, ch. 2, fig. 4], (8) was evaluated. For a 2 rad
surveillance sector and a constant probability of false
alarm of 10~* it was found that an SNR of 14.3 dB is
required to achieve an average probability of detection
of 0.9. Comparing that with the required 13.2 dB
SNR associated with the loss-free case and the same
probability of detection, it is concluded that the
beam-shape loss for transmitting is 1.1 dB. Therefore a
total of 1.9 dB beam-shape loss is assumed for design
I1.

Design 1V involves two dimensional scanning for
which the loss is 3.2 dB provided that there is more
than one hit per scan. In addition, the transmitting
gain for each element has the same angle dependence
as in design I1I. Therefore an additional loss of 1.1
dB is added. A total beam-shape loss of 4.3 dB is
assumed for this design. Based on this analysis the
estimated relative (to design 1) beam-shape losses are 0
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dB, 0.3 dB, and 2.7 dB for designs 11, 111, and IV,
respectively.

Integration Loss

The integration losses are expected to be negligible
for designs I, II, and 1V because their integration
times will be short enough to allow coherent integra-
tion with negligible losses. The integration time for
each is limited by the beamwidth of the transmitting
antenna or the transmitting array and by the required
scanning time through the sector. In design 111,
however, the total secior is continuously illuminated
by the broad beamwidth, nonrotating transmitting
antenna. The integration time wili be limited only by
the required rate at which data are to be delivered to
users. Since integration over a fcw thousand pulses
(several seconds) is expected to take place in design
111, some combination of coherent and noncoherent
integration will be required. Hence, integration loss
relative to ideal coherent integration cannot be ig-
nored. As an example, an integration loss of ~ 2.5 dB
is expected for a mixed integration process having a
2000 pulse integration time when coherent integration
of only 100 pulses is possible (2, pt. 1V, ch. 4].

Receiver Noise Figure

There is no reason why the receiver noise figure

“should differ in the four designs.

Adaptive Beam-Forming Loss

It is explained later that the three distributed array
designs will probably require adaptive self-cohering
techniques to compensate for fuselage vibrations.
Calculating the loss in the self-cohering procedure is
beyond the scope of this paper. However, experience
with experimental adaptive beam-forming and scan-
ning systems at the Valley Forge Research Center [13]
indicates that the one-way loss can be held below 1
dB. This value will be attributed to designs 11 and IIl
and a 2 dB loss will be attributed to design 1V.

Combined Reiative Losses

These estimates are used in the performance ex-
amples given below. Expressed in decibels, the ratios
of the loss factor M, to the losses in systems II, 111,
and 1V are -1dB, —-3.8dB, and -4.7dB.

INCREASE IN SNR AND DETECTION RANGE

- In comparing the four systems it is tempting to
assume either that their average powers are squal or
that their average powers per unit azimuthal angle are
equal. However, such assumptions are not necessarily

STEINBERG/YADIN: DISTRIBUTED AIRBORNE ARRAY CONCEPTS

TABLE {1
SNR Gains in Decibels of Systems 11, It1, 1V Relative ro System |
Due to Enlarged Aperture of Disiribuged Array

L-Band AEW on S-Band AEW on X-Band on General

System Boeing 707 Boeing 707 Dynamics F-16
1l 13.2 18.5 3.9
| 10.4 15.7 211
1v 6.5 11.8 17.2

TABLE IV
Ratios of Detection Ranges of Systems [1, 111, IV 1o System |

L-Band AEW on S-Band AEW on X-Band on General

System Boeing 707 Boeing 707 Dynamics F-16
11 2.4 2.90 3.9
m 1.82 .47 3.37
v 1.45 1.97 2.69

realistic. P and NP, arc affected by, and therefore
limited by, different physical and design phenomena.
NP, can be larger or smaller than P. Because of the
large possible range in their ratio it is fruitless to take
it into account in comparing the relative merits of the
systems. Thus, only the effect of the enhanced aper-
ture is included in our discussion.

Table 111 shows the SNR imprcvement factors due
to the enlarged aperture of the distributed array and
Table IV shows the factors by which the detection
ranges increase for 6, = 2rad, 9, = lrad, To = T,
P'/P = NP,/P = 8,/2n, n = 0.5 and for three sets
of parameters: 1) D = 204, L = 150A, W = 7A; 2) D
= 500, L = 450\, W =204; 3) D = 200, L = 3504,
W = 35A. The first two sets are realistic for L- and
S-band (A = 0.3 and 0.1 m) AEW radar on a large
aircraft such as a Boeing 707; the third set is realistic
for an X-band (A = 0.03 m) radar on a small aircraft
such as a General Dynamics F-16. The value 0.5
chosen for n is based upon examination of aircraft
models and photographs and may prove somewhat
optimistic. For n = 0.25, systems 1I and 111 lose 3
dB in SNR gains and system [V loses 6 dB.

The SNR gains of systems II, {11, and 1V relative
to system 1 (shown in Table II1) are also equal to the
amount by which the total transmitted powers of the
distributed systems can be decreased while maintain-
ing the same detection range as the conventional
system.

AN AEW EXAMPLE

Consider the long range detection problem with
the following radar and target parameters:
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TABLE V
Average Transmitled Power Required 1o Achieve 650 km Detection Range
System n=0.1 n=0.2 n=013 nw=04 n=0.5
1 83 kW (not a function of n)
n $.86 kW 2.93 kW 1.95 kW 1.46 kW 117 kW
1 11.15 kW 5.8 kW 392 kW 2.79 kW 2.23 kW
IV Total 136.98 kW 34.25 kW 15.22 kW 8.56 kW 5.48 kW
per module % W 951 W 2.02W 1.19 W 0.61 W
o=10m? W=2m .
_ - POTENTIAL FOR HIGH ANGULAR
J. =200 Hz n=03 RESOLUTION
A=0.1m P /P=NP,/P = 6,/2n
The minimum available beamwidth of an aperture
= /M, =-~1.0 )
b=30: M./M, d8 of length D operating at wavelength A is the order of
L=45m M/M,=-3.8dB A/D rad. As an example, the typical horizontal aper-
=4 W/ M/M.=-4.14 ture of an X-band nose-mounted radar anienna is 20
kT=4x10" W/Hz M./M. B wavelengths. Its beamwidth is 1/20 rad or 3°. At a
M,=10dB. SNR = 13 dB (correspon- radar distance of 20 km the beam cross section is 1
T =T = 10s ding to 0.95 prob-  km. The beamwidth of the radar in the Boeing E-3A
o ability of detection  Airborne Warning and Control System (AWACS) is
é.=1rad and 10" prob- the order of 1°.
9 =2 rad ability of false Now imagine that the receiving aperture is spread
! alarm) over the airframe. The effective size for any direction

R = 650 km (desired
detection range).

The average transmittted power required to
achieve 650 km detection range for the four systems is
shown in Table V for several different values of eie-
ment deployment efficiency n. The differences are
dramatic. Whereas an unrealistic 83 kW is required
for the conventional, monostatic design, less than §
kW suffices for a bistatic system with a large,
distributed receiving array.

SIDELOBE LEVEL OF A RANDOM ARRAY

One of the imporiant parameters in system perfor-
mance is the average sidelobe level (ASL) of the array
in the receiving mode, which is 1/N [7]. The pattern
of the transmit-receive array is the square of the
radiation patiern of the distributed receiving array |
and, hence, ASL for this case is 1/N?. The factor of
N advantage is of considerable importance in detec-
ting targets in clutter, which, therefore, makes system
1V preferred over systems Il and I11. However, the
improved two-way sidelobe pattern is of no advantage
with respect to jamming; all systems will perform ac-
cording to the 1/N ASL of the receiving array, Since
the one-way average sidelobe level is not likely to be
less than - 35 dB, other clectronic counter-
countermeasure techniques must be designed into such
a system. Adaptive nulling is very attractive in this

regard {10, 12, 15].

U IECE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS  VOL. AES-18, NO.2 MARCH 1982
e et A e B-6

e A et RVTVAE, - - ST T :
il = SN AAR AN - SAN L DU Y. P I D e O, '-.'_ " ey -.'.\' v fay

of view is the projected length of the airplane as seen
from that direction (Fig. 2). The effective length for
most aircraft is close to the length of the fuselage or
the wing span regardless of direction. The fuselage of
the Boeing 707 is 45 m in length. An aperture of this
size at L-band (30 cm) is 150 wavelengths. The beam-
width would be 17150 rad = 6.7 mrad = 0.38°.
Table VI gives the beamwidths at several wavelengths
and includes the resolving power of human optics for
comparison.

It is seen that the optical resolution of the radar
operator, with his eyes and brain, is the same order as
the potential resolution of a distributed array installed
on a farge aircraft and operated at the shorter radar
wavelengths. Thus, the potential exists for providing
him with an all weather, all around looking, night and
day, microwave imaging system with as fine a resolu-
tion as he himself has with his eyes and brain.

PHASE SYNCHRONIZING THE DISTRIBUTED
ARRAY

The fundamental problem of cohering or phase
synchronizing the array is that the airframe is not
rigid and that its skin vibrates. The problem is less
serious at L-band than at X-band because the posi-
tional tolerance (A/4n) is 10 times larger. Nonetheless
techniques which compensat: for element position
uncertainty will be needed if the bulk of the entire air-
frame is to be available for the radar array. It is ex-
pected that seif-cohering or adaptive beam forming
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will be required. A method suitable for airborne use
for systems 11 an 111 is described in [7]. It is a self-
cohering process which forms a retrodirective [3, 4)
beam upon echoes from land or sea clutter. The
search algorithm for obtaining the reference signal for
the adapiive beam forming process is described in [$,
6). Early experimental results using this algorithm are
given in {13, 19]. The transmit-receive problem
(system IV) is much more complicated. Active
retrodirective techniques have been designed for the
solar power satellite (SPS) concept {14].

OTHER PROBLEMS

Many other problems confront the designer,
although none so fundamental as the one above. The
companion problem to the adaptive phase syn-
chronization problem is scanning the receiving array
following adaptive beam forming. This problem has
been solved (13, 14). The tolerance theory regarding
¢lement position uncertainty is understood [7]. The
next major problem is the development of methods of
adaptive beam forming of a transmi.ting array on a
moving aircraft. The SPS work already done will be
helpful {14}. Some of the other design problems are
those typical of phased array designs (types of
elements, single elements versus subarrays or clusters,
methods of mounting, polarization, and bandwidth)
while others relate specifically to the self-cohering
system (methods of phase conjugation and reference
phase distribution for adaptive transmit-receive array,
effects of multipath and scattering from the ground or
sea surface and from reflections within the array from
the aircraft structure, interconnections between
elements and the signal processor, real time adaptive
signal processing, and display).

OBSERVATIONS REGARDING SNR AND
DETECTION RANGE

‘The results shown in the tables are very attractive.
They indicate that the distributed airborne array will
be useful when large detection range with low
transmitted power is required. In addition, the
distributed airborne array is useful when adaptive
nulling close to the beam axis and better angular
resolution are desired.

In systems 1, 11, and 111 a single transmitter
radiates the full power. System 111, using a single low
gain nonrotating antenna, is far superior to the other
two mechanically but requires a more complicated
signal processor to simultaneously (orm many receiv-
ing beams in azimuth as well as in elevation. In addi-
tion, it must provide efficient integration over Te. In
SNR performance, system III is slightly poorer
(about 3 dB) than system I1. However, by not requir-
ing the massive rotating antenna used in 11, the third

STEINBERG/YADIN: DISTRIBUTED AIRBORNE ARRAY CONC

Nt

P RTINS I
e taXave T Ta e te Cus

OIRECTION
/ OF VIEW

EFFECTIVE
LENGTH T

Fig. 2. Effective array length is projected extent of aircraft normal
10 direction of view.

TABLE VI
Beamwidths of a 45 m Aperture and the Human Optical System

Physical Aperture A(m) Beamwidth (mrad)
Bocing 707 I x 10 6.7
Bocing 707 3.2 %107 0.7
Boeing 707 8.6 x 107 0.2
Human eye S x 107’ 0.3

design is more attractive. System IV radiates from the
distributed array. It is a much more complicated
system than system III, but it offers a very much
lower two-way sidelobe level. It exhibits SNR and
detection range poorer than designs 1i and (I for the
sdme total cransmitted power. SNR performance
(relative to designs 11, III) decreases linearly with the
deployment efficiency factor n. Differences of nearly
4 dB and 11 dB in SNR performances relative to
design 111 are estimated forn = 0.5 and n = 0.1,
respectively. Therefore design 1V is preferred only if
the reduced two-way sidelobe level is essential.

SUMMARY

The improvement in SNR and detection range due
to distributing an antenna array throughout the air-
frame and skin of an aircraft is examined. SNR for-
mulas for three system configurations are presented
and compared with that of a conventional, monostatic
radar. Each of the new systems uses the distributed
array for reception. One of them uses a separate, high
gain, rotating transmitting antenna while another uses
one of the receiving antenna elements for transmis-
sion. Both designs are bistatic. The third new system
uses the entire distributed array for transmission.

SNR and detection range performances for each of
the three distributed systems exceed those of conven-
tional, monostatic radar. The X-band example given
in the paper shows a potential detection range increase
as large as a factor of 4.
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In addition to the dramatic performance increase
expected from the distributed array, it offers three ad-
ditional potential advantages: an increase in spatial
signal processing capability because of the enlarged
size of the aperture, an improvement in azimuthal
resolution, and a potential reduction in transmitter
power for fixed radar perforrnance so as to reduce the
probability of intercept.

The critical problem to be solved is that of phase
synchronizing the distributed array when the airframe
is nonngid.
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are required to compensaide for these ervers. Four such techaiques
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I. INTRODUCTION

The radio camera technique is a potential solution to
the problem of making an airbome antenna array conform
to an arbitrary surface. A radio camera normally is a
large aperture system, usually at microwaves, in which
the antenra array may be distorted and its surface may be
varying with time {|]. The distortion may also be eleciri-
cal as due to differential electrical coupling from the an-
tenna clements to the local environment. Distortion of the
phase front across the amray also results when the velocity
of propagation is not constant in the medium [2].

All three sources of distortion introduce phase errors
into the radar echoes received at the antenna elements of
the phased array. In general, these errors are random and
unknown a priori. However, they can be mcasured if ra-
diation having a phase front of known geumetry is made
to illuminate the array and if the measurements can be
used to calibrate a bank of phase shifters associated with
the antenna elements. Let 4 be the expected phase of
the signal received at the ith element from a known refer-
ence field, and let ¢; be the measured phase. The differ-
ence 8, = ¢, — o, is the phase distortion due to the
several sources described above. The error can be cor-
rected completely for the reference radiation ficld by add-
ing a calibration phase — 3¢, to the ith phase shifter. The
effect is 10 calibrate the array perfectly for a target lc
cated at the source of the reference field. Fortunately, the
same calibration is adequate over a field of view reason-
ably large compared with the size of most radar targets. It
has been shown that when the primary source of distor-
tion is geometric and characterized by a standard devia-
tion o, the angular field of view (in radians) centered on
the source of the reference field is A/2no,, whert \ is
the wavelength [3]). For example, if o, = 10\, which is
two orders of magnitude larger than conventional phased
array (or dish or lens) tolerance, the field of view is
about 1/60 rad or 1°. This is very large compared with
most targets and target complexes. (For still larger fields
of view, such as is needed for wide angle search. more
than a single reference field is required [4].)

The ideal reference source is a point source in free
space [5]. The reference field is planar or spherical, ac-
cording to the distance to the source. A comer reflector is
an excellent source, for it is physically small while it ex-
hibits a large radar cross section. An active beacon tran-
sponder similarly makes a good phase synchronizing
source. Both are practical for use with fixed. ground-
based systems, but neither is practical when the system is
airborne.

An airbome radio camera cannot depend upon such
implanted reflectors or active sources. Insiead, it must
depend upon echoes from the ground or sea surface and
man-made targets of opportunity. This paper discusses
four techniques for self-synchronizing a nonrigid, arbi-
trarily conformal, distoried airborne phased array on such
radar echoes.
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1. MINIMUM ECHO-AMPLITUDE VARIANCE TEST

This aigorithm is described in {1]. It consists of three
parts. First, the variance of the amplitudes of the group
of achoes from cach range bin, measured at cach element
in the array, is calculated. The range bin having the low-
est echo variance, when normalized to the average echo
power in that range bin, is selected as the reference range
for the system. Second, the processor either multiplies the
complex sample at cach airay element from each range
trace by the complex conjugats of the echo at the refer-
ence range or, more simply, merely phase rotates the re-
ceived echoes by the phases of the complex conjugates of
the signals at the refcrence range. This is the adaptive
part of the process. Third, the processor appiies linear
phase weighting across the array to electronically scan the
adaptively formed beam in angle.

The object of the first step is to find a target or a
clutter patch whose reradiation most closely approximates
that of the point source. The object of the second step is
to self-cohere the array upon that target. The object of the
third step is to scan the beam in angle to the left and
night of that target.

This algorithm is very simple to implement. it re-
quires no special filtering of the radar echoes nor any
complicated signal processing. It was possible to test this
algonithm recently with airbome radar data [6]. The ex-
periment used recorded data obtained from Dr. Fred Stau.
deher of the Naval Research Laboratory (NRL). An 8-
~iement UHF phased armay was flown at 200 knots at an
altitude of {5 000 to 20 000 ft over the southeastern por-
tion of the United Statec. The transmitting pattern was
Dulph~Chebyshev-weighted for —24 dB sidelobes. The
received radar echoes were separately recorded on each of
the 8 channels in a high quality digital recording system.

<129

SYSTEM OUTPUT RELATIVE TO MAXIMUM VALUE
s

Demodulation was coherent and the in-phase and quadra-
ture video channels were recorded with 10-bit precision.
A functional sketch is shown in Fig. 1.

sowtn
OI14TRIOU TION iy

RLCOROER

Fig. 1. NRL experimental equipment.

Although a radio camera array would be expected to
be flexible and distorted. the NRL antenna was rigid.
Hence, its proper performance was predictable and could
be compared with the performance of the system when
the ad=,uve algorithm was applied. That is, two beam-
forming algorithms were applied to the multichannel re-
corded data. The first was the conventiona: linearly
phase-weighted beamforming procedure. The second was
the self-cohering algorithm described above. The results
are shown in Fig. 2.

The solid curve of Fig. 2 shows the pattem which re-
sulted from the adaptive process. As is explained in (3]
and {7], the beam which is formed by the adaptive proce-
dure is directed toward the dominant scattering center in
the illuminated ground patch in the range bin seiected by
the signal processor for adaptive beamforming. Hence,

1.0 -08 -0 -0.4 02

] 02 [-X] oe o8 1.0
vesne

SCAN ANGLE

Fig. 2. Comparison of patterns formed adaptively (solid) and nonadaptively. Beam direction near ground track of aircraft.
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Fig. 3. Companson of scanned outputs of adaptively (solid) and nonadaptively formed beams.

the origin will usually differ from the bearing of the
transmitter array. In this experiment the difference turned
out to be 0.07 rad or ~ 0.3 ML, where A is the wave-
length and L is the antenna length. The bearing of the
transmitting array was fixed at 0.6° from the flight direc-
tion. The dashed curve shows the receiving pattern of a
uniformiy weighted 8-elerpent amray associated with con-
ventional nonadaptive beamforming. The origin of that
pattern which is the bearing of the transmitting array has
been shifted by 0.07 rad so that the adaptive and nona-
daptive pattems can be compared. The results are very
similar, indicating that the adaptive process worked well.
The smallest normalized echo variance observed was
0.0026.

A study has been made to determine the largest nor-
malized echo amplitude variance that provides satisfactory
adaptive beamforming results. Considering the radiation
pattern 0 be acceptable ‘when the first sidelobe has no
more than doubled (risen to — 10 dB). it has been found
that the normalized echo amplitude variance can be as
large as 0.02.

The largest echo variance observed in the range traces
examined was 0.77. Adaptive beamforming on such a
range bin is not fruitful. The high variance, on the other
hand, implies a complicated echo profile in the ground
paich which therefore makes such a range bin interesting
to image; it is possibie to seif-cohere the array on the
echoes froin a low-variance bin and scan the adaptively
formed beam at the high-vaniance bin as well at all other
ranges. Fig. 3 is an example. There the beam is self-coh-
ered at the range bin used in Fig. 2 and then scanned at
the range bin having the 0.77 variance (solid curve). The
response of the rigid, electronically scanned phased array
is shown dashed. Again the agreement is excellent, indi-
cating that this simple algorithm has promise of being
suitable for self-cohering an airborne phased array.

STEINBERG & YADIN: SELF-COHERING AN AIRBORNE RADIO CAMERA

Hi. DOPPLER-AIDED SYSTEM

While the experiment reported above and in {6]
yielded highly satisfactory resuits, the technique contains
an inherent difficulty. The problem is that the illuminated
ground patch, because of its large size, is highly likely to
contain more than one large radar target. When this hap-
pens, the reradiation from such a range bin is inappro-
priate for use as a phase synchronizing field. That the
cross range dimension of the illuminated ground patch is
very large compared with the sizes of reflecting structures
is readily seen: its size is approximately AR/L, where R is
the distancc to the patch. In general, the transmitting an-
tenna will be a conventional antenna for airbome radar,
which means that L/\ will be on the order of 20 to 50.
Even at a relatively short range such as 20 km, the cross
range dimension is several hundred meters. Thus notwith-
standing the excellent results described above, it is possi-
ble that natural terrain and manmade target complexes
will, from time to time, deny the system the ability to
self-synchronize on the algorithm described above. A
Doppler-aided technique described in this section helps to
solve that problem.

Fig. 4 shows an aircraft flying with speed V illumi-
nating a ground patch with a ransmitting beam having
beamwidth 48. The width of the illuminated sector is
RAO. Each of the three large-cross-section reflectors
shown in the illuminated patch reradiates a spherical field
which is essentially planar at the aircraft (Fig. 5). The
sum of the three fields has a highly nonplanar phase
front, which therefore renders it inadequate for the self-
cohering algorithm described earlier. The radiations from
the three targets, however, originating from different
bearing angles, have different Doppler shifts. Thus, nar-
rowband filtering, akin to synthetic aperture processing,
can pass the echoes from, say, the central target while re-
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Fig. 5. Ground patch detail.

jecting the radiation fields of the others. In this way, a
large, area-extensive clutter patch containing many prom-
inent reflectors can be effectively reduced to a small,
confined paich reradiating a planar wavefront at the air-
craft.
To insure that the radar backscatter is essentially
planar across the array, the effective cross range dimen-
sion of the scattering region must be small enough so that
the lobes of the reradiation pattern frum the clutter. no
matter how complex or irregular, are large compared with
the aircraft size The lobe spacing at the aircraft is sbout
AR/T, where T is the cross range dimension of the rera-
diating patch, whizh must be on the order of twice the
aircraft size, assuming that the entire aircraft is used for
the receiving array (5]). This fact and the Doppler relation
between aircraft speed, wavelength, and target angle (f,
= 2V cos 8/A) places the following requirement upon the
bandwidth W of the narrowband filter: W = 2V/L where
L is the aircraft size [7].

Narrowband filtering need be only in a single antenna
clement channel in the system. Fig. 6 shows the minimal
circuitry. The filtered output from one antenna element
serves as a reference wave for measuring in that figure
involves phaselock loops. The efiiciency of operation is
improved if narroviband filters are added to each channel,
as shown dashed.

Fig. 6. Reference clement and one other element in airborne radio cam-
era. All signals phaselocked by cluter-derived reference wave obtained
fiom pamrowband filter.

IV. MIXTURE OF | AND I

Using Method 11, echoes from every range bin will
have a suitably low amplitude variance across the array to
be useful for adaptive beamforming. However, the inte-
gration time T ~ W™! may be excessive for certain mis-
stons. In ‘ais case, a shorter integration time foillowed by
the mir‘.num echo amplitude vanance test | may be used.
Let the intcgration time T = kW ™', where & is, say, 1/2
or 173 or /4. Then the Doppler-reduced patch is two or
three or four times too large to insure a planar wavefront
across the array but is still many times smaller than RA9,
the cross range dimension of the path illuminated by the
transmitter. Although it is not small enough to insure
planar reradiation, the likelihood that the radiation is
planar has matenially increased. In other words, by inte-
grating as long as is practical, the probability is maxi-
mized for achieving the excellent results demonstrated
with the first algorithm.

V. MINIMUM CLUTTER BANDWIDTH CRITERION

Method 11 is appropriate when the terrain is **fro-
zen.”" If the scatterers are wind driven or if the backscat-
ter is from the sea surface, the Doppler shift associated
with each scattering center is related not only to its bear-
ing angle from the radar, but aiso the radial component of
its motion. This smearing of the Doppler signature by
scatterer motion effectively spreads or enlarges the size of
the clutter patch whose echoes pass through the Doppler
filter. Calculations show that the Doppler spread associ-
ated with backscatter from the sea surface at wavelengths
shorter than 0.3 m is too great (0 depend on Method LI
(8).

A more complicated sigral processor which accom-
modates the additional Doppler spread due to scatterer
motion is described in this section. Conceptually, an
adaptive array of the kind used to solve adaptive nulling
problems is introduced. A least mean. square (LMS)
closed loop circuit including a band reject filter (BRF) is
designed to set the complex weights of the antenna ele-
ments in such a fashion as to minimize the spectral
spread of the clutter echoes as they pass through the fil-
ter. Provided that the clutter is statistically homogeneous,
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~ clutter, this condition is equivalent to forming a beam adaptive subsystem for determining the weights. Follow- ol
RN with minimum beamwidth. The technique is described ing the ada - i -~ weight setting, the weights are frozen =
[ below. and the band reject filters are bypassed by the target !J
"~ Fig. 7 demonstrates the relationship between spatial echoes. The discussion below relates only to the self-
'.'_"’ and spectral properties. Since scatterers are tagged in an-  cohering mode where inputs are sea clutter echoes. The
AN outcome of the process is a proper weighting vector. The e
-j ’ i r input vector XT = (X,.X,, .. ..X,) is applied to a bank -
e 4 of reject filters. The weighted sum Y'(1) is applied to an oy
! l 1 LMS constrained subsystem that constantly changes the .!
R a8 weighting vector W o as to minimize the mean output -
S ap OwTT power E{|Y’(1)]*} while maintaining the system gain -
o K% =M, |W.|? constant.’ .
.o — | The operation of the system can be understood by o
= ) considering the following. The beamforming direction is i‘j
. | determined by the notch frequency of the band reject fil- &
o ters. The system is constrained not to shut itself off. -
> Fig. 7. Array beam pattern and clutter spectrum. ---: After amay is Hence, in order to minimize the output power E{|Y’[2}. B
2 " cohered. ——: Before armay is cohered. the system must form nulls toward the directions from 3
NS which signals are coming. Signals arrive, however, from _4
l ' gle by their Doppler shif:s, the spectral bandwidth of '1‘
c clutter echoes measured at the ouipui vi the array is mon- e } ) . , -
; otonic with the beamwidth of the radiation pattem. Any e SHPeR ol Vo v s e e by BT %

. ' circuit that minimizes the bandwidth of the clutter also (wo real weights (W,,.W.,) is equivalent to weighting X; by the complex
minimizes the amray beamwidth, weight W,.
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all directions w' .. = azimuthal sector illuminated by converges to the desired solution in W for 0 < u < 2/p
the transmitter. 1::e nuils, therefore, are deployed in where p is the expected output power E{|Y'(1)[}.
those directions from which the clutter power is greatest. Fig. 10 shows the results of one of the simulated ex-
Fig. 9 shows that the clu’ - - “wer passing through a periments in which an ideal BRF. as shown in Fig. 10,
BRF is smallest for echn - .ing from the desired look . ,"‘
vs«) 1 o
SICHAL COMIRG w 0731 o
LETROR ICH S O 5
nee) : 051
- -
-9
\ = 02%
- |
Fig. 2. ldeal band reject filter and two echo spectra. ==: Cl:iter coming ° -5 -4 -3 -2 1 0 1 2 3 & 8 - 1
from desired direction. [l : Clutter coming from other direcuon.
(unics of Y/2L) u=sind i
direction, and the output power increases as the angle of )
arrival (relative to the desired look direction) increases. .
Since the clutter power passing through the BRF frum the ] o
desired direction is smaller than from any other direction, O
no null is placed in that direction. Thus the process re- w gred 5 |
sults in the formation of a main beam. A detailed analysis 2
is given in [B]. - " 1(
. This adaptive beamforming technique was success- - 031 !
FZ:}. fully computer-tested with simulated sea clutter echoes. N |
N The experiments involved a 7-element array 2.9 wave- = 02 oo |
P‘.’ lengths long, and a vanety of system parameters. Uncer- < S
. wtinties in element locations are accounted for by 1
yOu assuming that initially the array is weighted with random o
3% complex weights W, (0), W,(0). . . . . W,(0) which are in- AR S o
‘:’:-\" dependent of the element positions. The outcome of the (units of A/2L) wue sin® .
P:-:jj self-cohering process is a set of weights W,, W,, . . ., b
- W,..Thu sel dcﬁnes.lhc radiation pattern of the aray. Fig. 10. Broadside adaptive beamforming. no noise snjecied: 1deal fil- b
- During the synchronization process, the sea clutter echoes tering assumed. (a) No adaptation (initial panem). (b) After 70 iterations. > .
;,:: are received by the different array elements. Clutter -
e echoes are modeled as a sum of several independent was used. Fig. 10(a) is the pattern associated with the in-
o Gaussian processes g,(1), g2(1), . . . , g:(1), each process  itial random weights W(0). Fig. 10(b) is the pattern
'r_,_"-:“j representing echoes reradiated from a different direction. achieved after 70 iterations of the adaptive process (1). e
hers. The processes have the same spectral shapes, but eachis  The 3 dB beamwidth is 0.9 A/L and the main-beam gain
!! shifted in frequency due to its assumed direction of ar- toward the desired look direction is —0.2 dB; 0.76 A/L =
L rival (f; = 2V cos 6/A). Coherent demodulation at the and 0 dB represent idea! coherent summation. Similar re-
bl front end is assumed. Thus clutter echoes arrive at the dif-  sults were nbtained with realistic. 5-pole band reject fil-
fase ferent clements with different phases due to the different ters. )
;‘ geometrical locations nf the elements and the directions Fig. 11 shows the same problem with noise added. .
i of amival of the different clutter cumponents. The simu- The upper figure shows successful convergence with SNR <
n,; lated inputs are time samples of the sum of the Gaussian = 10 dB at the input to the BRFs. The lower figure
ro processes. A gradient search technique based on the Wid-  shows significant gain-loss and rising sidelobes at SNR
L row LMS algorithm (8-10) is used to find the optimum = 5 dB, notwithstanding a quadrupling of the allcwed
'_j-' weighting vector W which minimizes the mean output time for convergence. In many such simulation expeni- :
L power E{|Y’(1)|*} subject to a constant gain constraint ments, 10 dB SNR was found to be a safe threshold for -
r::‘ g:ll W,!z = |). The process is iterative in W as given by successful operation. :-" }
k : <
s WG+ = WO) - w'D0IX() - WY@l (n V- SUMMARY !
[
v where / represents the iterstion number and i is 8 con- By distributing antenna elements or smali subarrays W
S stant gain. It is shown in [8] that the iterative process throughout the skin of an aircraft, a large portion of Lhe Ty
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. " airframe can act as an electromagnetic transducer. The
T, 7O ITERATIONS basic problem associated with such a design is that uncer-
T 5 . 018 tainty in element locations due to the nonrigidness of the
oy w airframe induces phase er.ors. Self-cohering techniques
: 2 ‘ are required to compensate for those errors. Four such
. . . 98 | techniques are presented in this paper. The first technique
T - searches in range for a good phase synchronizing source.
e : , It uses a minimum echo-amplitude variance test to select
OO o the *‘best’’ range bin, after which it uses echoes rera-
o < ,\/_ diated from the selected range bin in a seif-cohening pro-
o - cess. This technique was tested successfully with airborne
u = 3-43-2- 01 22 48 radar data of land clutter echoes obtained from an NRL
f~: - (units of A/2L) wu=sind experiment. The major advantage of this technique is its
<. (8) simplicity. There is, however, an inherent problem,
, which is the dependence on the existence of targets of
.:j :j. 270 ITERETIONS opportunity that can act as good phase synchronizing
- sources.
A w 078 The other techniques use Doppler filtering to extract
R : the desired phase synchronizing signal. They are more
.: A - o8 complicated‘ but they do not depend upon proper targets
= ~ of opportunity. Tcchnique Il can adaptively beamform on
RN : echoes reradiated from a frozen terrain. Technique 1] is a
= x 0328 mixture of | and il and is also suitzble for frozen terrain.
= < The fourth algorithm, which is the most complicated one,
- 0 can operate upon wind-driven clutter echoes such as sea
T 5 -4 -3 -2 1 0 1 2 3 &9 clutter, as well as land clutter echoes. This technique uses
‘E T (.nice of A/2L) u=sin® a constra'ined LMS algorithm to adaptively adjust the ele-
o S (b) ment weights of the phased array so as to minimize the
. I Fig. 1. Notse dded 1o simulstion of Fig. 10. (a) SNR = 10dB. (b) SNR  OUfPut clutter spectr il bandwidth. ls validity is demon-
= $dB. strated through computer simulations.
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Radio Camera Experiment with Airborne Radar Data
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d Abgtract-The radio camers signal processing algorithm (or retrodirec- ]
oo, tive adsptive beamforming snd scanning is demonstrated t0 work suc- R
SR cessfully on redar clutter schoes, The experiment was conducted with -
‘ B sirborne radar data obtained from the Naval Research Laboratory. i
- A radio camera is an imaging radas with too large an aperture to en- )
LA sure that the aperture is mechanically stable. Retrodirective adaptive -
S veamforming techniques are used to cohere or phase-synchronize the T
ot array. The receiving beam, after it is self-cohered upon the reradiation
by from some target outside of the amay, can be scanned in angle by con-
by - ventional, open-loop phased array techniques. -

The first experimental radio camera demonstration of high angular -
; ! resolution imaging appeared in 1979 [1). In that experiment, a highly ]
L'l distorted, 27-m array, consisting of 100 randomly located sampie s
. points, self-cohered on the backscatter {rom a corner reflector at 210
‘.'_ - m. The experiment was conducted at X-band. Thirty meters more D
. .
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distant was a target group consisting of two corner reflectors. The
beamforming reflector and the target reflectors both were in the near
field of the array. In the experiment the adaptively formed beam was
refocused to the target range and scanned in angle across the target.
The resulting image was indistinguishable from the calculated response
of the system when operating in free space.

The experiment reported in this letter used airborne radar data ob-
tained from F. Staudaher of the Naval Reseaich Laboratory. An 8-
element UHF phased artay was flown at 200 knots at an altitude of
15 000-20 000 ft over the southeastern portion of the U.S. The
transmitting pattern was Dolph-Chebyshev-weighted for -24 dB side-
lobes. The received radar echoes were separately recorded on each of
the 8 channels in a specially designed, high quality digital recording
system. Demodulation was coherent and the in-phase and quadrature
video channels were recorded with 10 bit precision. A functional
sketch is shown in Fig. 1.

One object of the experiment was to test whether the radio camera
sigorithm would operate successfully upon ground clutter. Since the
array was rigid, its proper performance could be predicted and, hence,
compared to the performance of the adaptive system.

The radio camera algorithm used in the expenment is described in
(2]. The aigorithm consists of three parts. First, the variance of the
amplitudes of the group of echoes from esch range bin is measured.
The range bin having the lowest echo variance, wheu normalized to the
sverage echo power in that range bin, is selected as the reference range
for the system. Next, the processor either muitiplies the complex
sample at each array element (rom each range trace by the complex
conjugate of the echo at the reference range or, more simply, meroly
phases rotates the received echoes by the phases of the complex conju-
gates of the signals at the reference range. This is the adaptive part of
the process. Lastly, the processor applies linear phase weighting across
the array 10 electronically scan the adaptively formed beam in angle.

The object of the first step is to find a target or a clutter patch whose
reradistion most closely approximates that of the point source. The
object of the second step is to self-cohere the array upon that target.
The object of the third step is 10 scan the beam in angle to the left and
right of that wargot. :

The solid curve of Fig. 2 shows the pattern which resuited from the
adaptive process. Asis explained in {3], the beam which is formed by
the adaptive procedure is directed toward the dominarnt scattering
center in the illuminated ground patch in the range bin selected by the

- signal processor for adaptive beamforming. Hence, the origin will

usually differ from the bearing of the uansmitting array. In this experi-
ment the difference tutned out to be 0.07 rad or ~0.3 A/L (A = wave-
length, L ® antenns length). The bearing of the transmitting array was
fixed at 0.6° (rom the flight direction. The dashed curve shows the
receiving pattern of a uniformly weighted 8-element array associated
with conventional nonsdaptive beamforming. The origin of that pat-
tern which is the bearing of the transmitting array has been shift~d by
0.07 rad so that the adaptive and nonsdaptive patterns can be com-
pued. The results are very sumilar, indicating that the adaptlive process
worked well. The smallest echo variance observed was 0.0026.

Satisfactory results have been obtained when the normalized echo
amplitude variance is 0.025 or smaller. The largest echo variance ob-
served was 0.77. Adsptive beamforming on such a range bin is not
fruitful. On the other hand, it is possible to self-cohere the array on
the echoes from a low-variance bin and scan the adaptively formed
beam at all other ranges. Fig.'3 is an example. There the beam isscl -
cohered at the range bin used in Fig. 2 and then scanned at the range
bin having the 0.77 variance (solid curve). The response of the rigid,
electronically scanned phased array is thown dashed. Again the agree-
ment is excellent.

While this experiment has shown that the algorithm wotks on ground
clutter having the proper statistical properties, it has not disciosed the
frequency of occurrencé of such clutter cells. This knowiedge is
necessary for system design purposes but unfortunately is not avail-
sble from the experiment because the transmitting beam of the rigid
array was the same width as the receiving beam of the self-cohered
arrsy. In contrast, the contemplated airborne rauio camerna designs use
a small, broad-beam transmitter in conjunction with a large, receive-
only self<ohered aperture having a very narrow beamwidth [4]. This
matter remaing to be studied.
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- Appendix C: Space Based Large Array Radar
. HIGH RESOLUTION SURVEILLANCE FROM SPACE f

- INTRODUCTION

This unsolicited proposal addresses the critical problem of a high resolution -

;E space gsurveillance system, that of making an antenna array sufficiently large —
% | so as to provide the required resolving power. For Mple, a receiving‘ array :
:2 in geosynchronous orbit has to be on the order of 100 km in size to have a RN
- spot size on the earth of 40 meters. Such a size cannot be achieved with a -
: rigid structure. The antenna array, therefore, will be inherently nonrigid. It

; nay be a flexible aperture or it may be an aperture consisting of a very large

E aumber of separate platforms, which may or may not be loosely tethered. A a

normal antenna array, on the other hand, must be quite rigid, the permitted motions:.

or distortions in its surface being no more than about one-tenth wavelength.

Thus the problem of the essential nonrigidity of a huge spaceborne array large “

‘enough to provide useful resolving power for surveillance purposes is the critical

P 4 O
Y D]

. %
: probles. Without & sclution to this problem, ac amount of sophisticated designs ,
! and light-weight hardware will suffice. | o
:. The general problem of the nonrigid antenna array has been studied for E
_ the last ten years at the Valley Forge Research Ceq:er of the University of .
g Ponnalennia, during which time successful ground-based designs have been -
‘: nade. buring the last three years, work has been extended to the airborne
{ platform. Under Air Force Office of Sciencific Research support (Grant #78-3688)
:"j’i. a study has been conducted to find ways of desligning a nonrigid or flexible =
arTay to be as large as the aircraft it is carried by. In this work it was - '.'_
’ assumed that the array was at laast 2s nonrigid as the air frame and the skin -
__g_ of the aircraft. Techniques vere created for accomplishing this task, on& such E!
.‘-' technique being successfully demonstrated on‘aisbome radar ground clutter '
& data obtained from the Naval Research Laboratory.
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The objective of the proposed program is to study the appliéabiiity of

these and further advanced techniques to space radar.

The ressarch work done under the AFOSR grant was performed by Dr. Eli Yadin,
then a graduade student supervised by Professor Bernard D. Steinberg. Dr. Yadin
is now with Interspec Inc., & Philadelphia company located at the edge of
the campus of the University of Pennsylvania. The proposed program is for a
collaborative effort by Professor Steinberg and Dr. Yadin. Other members of
the staffs of both Interspec and Valley Forge Rasearch Center will support
the effort, as needed.

BACKGROUND

The Valley Forge Research Center has developed procedures during the last
decade for desiéning phased antenna arrays with remarkably fine resolving power.
Two such designs under way for the U.S. Army are illustrative. In one, a
ground based inaging radar is being designed to provide one-third meter dzimuthal
resclution at a distance of four kilomecers. The second is an airborme (helicopter)
array designed to provide three-reter resélving power at a distance of about
60 kilometers. Although the scales are vastly different from what would be
relevant for space radar, the techniques developed would be identical.

?htr. are several critical problems facing the designer of a super-resolution
system. The size of the array must be huge to achieve the desired resolving
power; yet array systems become mechanically unstable or nonrigid when they
exceed scme limiting size. Some built-in self-adaptive controls are needed to
preserve the desi-ed rasolution and radiacion pattern of the array. .

A second basic problem dealq with cost. Most phased arrays have antenna
elements that are separated by one-half wave length. For an artay.as large as
that rnquited'for surveillance from space, the number of components and, therefore,
the cost become astronomical.

We have developed solutions to both problems. We use self-cohering,

adaptive beamforming procedures for continuously self-organizing the array
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irrespective of deformations 1in its geometry. We have also learned the rules

for drastically thinning the array so that no wmore than the order of 1000 parcts [

typically are required.

While the method is sufficiently daveloped to be applied to ground-based .
problems, as for example, the two Aruy projects indicated above, a more basic -
study is required for exploration of the applicability of the techniques to
untended and unmaintained space vehicles. This is a proposal for such a study.

We have carried our studies beyond the ground based system stage. Recaently,

we have completed a three-year examination of the applicability of the radio

L4 A

BE I~ FRNNARNAIS o FHES VIR T VRIS 71 S8 RSP - | | IR RIIT Y ERRSRRI It

camera (vhich is our name for instruments based upon this technology) to air=

craft, with emphasis upon designs for airbor: e early warning (AEW) aircrafc.

CONCEPT

There are many possible system conaepts that we have contemplated, one of

vhich is sketched in Figure 1. The extremely fine resolution is obtained from

a4 space-borme array, which 13.3 distribution of microwave receivers aboard a
large group of geosynchronous sateilices. The satellites are clustered, covering
a region the order of 10 to 100 kilometers. They are in radio contact with the
earth, which provides supervisory instructions by the uplink ard which receives
the radar signals transmitted to the ground via the down link. The receivers,

in geosynchronous 6rb1:. detect echoes from the earth, which i{s {lluminated by

a microvave transmitter in a low-orbiting trajectory. The transmitter uses a one- .o
meter dish to illuminate the ground and the sea surface underneath the orbiting
satellite. The back radiation toward thLc zecsiving. array is used by the receiving
system to adaptivaly form a high resolution beam in the direction of the :tanamitterij

™=
Thus the movement of the transmitter scans the receiving radiation pattern.
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6. FORWARD LOOKING SYNTHETIC APERTURE RADAR

C. Nelson Dorany

A conventional synthetic aperture radar 1s side looking. The platform
flies in a carefully controlled straight line perpendicular to the direc-
tion in which imaging is desired. An adaptive beamforming scheme 1is pro-
posed in {l] for loosening the tolerance on the flight path in order to
obtain high resolution images with a helicopter-borme synthetic aperture
radar (SAR). )

There ia no theoretical reason why an arbitrur!ly shaped flight pach
could not be used to form the synthetic aperture if the motion were knowm
adequately. Adaptive techniques such as those used in [1) may provide suf-
ficiently lcose tolerances on flight path knowledge to permit considerable
flexibility in the SAR flight path. This article describes forward-looking
SAR concepts which may be applicable for terrain-follower imaging at

microwaves.

Figure 6.1 shows the top view of a vehicle flight path which provides a
significant forward-looking synthetic aperture. The beamwidth of the
forward-looking SAR is 2 to 3 orders of magnitude smaller than the beam-

width associated with the real aperture. The actual usable synthetic aper-~

ture is a function of the vehicle velocity and the distance to the target
region. According to Figure 6.2, if V 1is the vehicle velocity, T is the
time permitted for cross-range motion, and 6 is the angle of flight relative
to the target direction, then the aperture size i3 D = V[ sinf., Assume that
the cross~range c;avel time must be limited to VI < 0.1R, where R is the
range to the target, in order that the vehicle have time tc maneuver before

it reaches the target. This restriction limits the synthetic aperture

*This work is principally supported by the Air Force Office of Scientific

Research under Grant Non. AFOSR~78-3688.

{1] Barl N. Powers, et al., "System Design Considerations for a High Resolu-
tion Airborne Imaging Radar,'" Valley Forge Research Center Quarterly
Progress Report No. 24, February 1978, pp. 40-58.
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TARGET DIRECTION
>

3o

FIGURE 6.1 VEHICLE FLIGHT PATH FOR FORWARD LOOKING
SYNTHETIC APERTURE (D = aperture size).

R »| TARGET
REGION

FIGURE 6.2 GEOMETRY FOR SYNTHETIC APERTURE CALCULATION

size. The beamwidth agsociated with the aynthetic aperture is A/2D, where
A 1s the radiated wavelength. Thus, the minimum beamwidth SB is

A 5\

®s = 76 1% aind - Rsind (L

- Suppose V = 300 meters per second (583 nautical miles per hour), R = 10 km,

6 » 10°, and A = 0.03 m (X-band). Then T ~ 3.3 sec and 8 = 8.6 x 1672 rad.

The corregponding ~ross-range resolution at the target is ROB = ).86 wmeters.

An inertial platform can provide an approximate indication of the
flight path. BHowever, the accuracy will probably not be within the A/10
tolerance required for teamforming. For imaging purposes, however, the

return from strong, isolated scatterers can be used to assigt the focusing,

QFR No. 30
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theraby loosening the required tolerances. According to [2, p. 249] (see ;7
Figure 6.3), the relationship between O s the cross-range position tolerance -
of the platform, and Bm' the maximum angle of scan from the point of adap-
tive beam formatiom, is Gx - 4;; . If L is the cross-range dimension of
m
the target region to be imaged, then Bm = L/2R, and -8
g, = AR/2mL (2)
Suppose L » 250 m, A = 0,03 m and R = 10 km. Then ox = 0.2 m, a reasonable
tolerance on relative position location using an inertial platform.
i
TARGET
SCATTERER USED FOR BEAM FORMATION . REGION -
8 e
R i . il
Em ’
ot
Y

FIGURE 6.3 GEOMETRY ASSOCIATED WITH TARGET IMAGING.

If a strong isolated scatterer is not available in the neighborhood
of the target, it may be possible to use range (time of arrival) and doppler
(angle of arrival) to isclate the signal reflected from a small clutter -
ratch to achieve the same purpose. Another alternative is to fly a weak
baacon c¢r reflector ahead of the imaging receiver for the purpose of pro-
viding help in beamforming.

The amount of processing which is required to form synthetic aperture
inages by coanventicnal means 1s excessive for real-time on-board procesa-

ing. However, the data can be thinned drastically without affecting the

(2] Bernard D. Steinberg, Principles of Aperture aud Array System Design,

John Wiley and Soms, New York, 1976.
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bean properties significantly [1]. The primary effect of data thinning
(thin spatial sampling of the target reflection across the aperture) is
an increase in the sidelobe level of the synthetic beam. Grating lobes
are suppressed by randomizing the positions of the spatial gsamples. The
expected averzge sidelobe powver level is 1/N, where N is the number of
samples {n the sampled aperture. The peak sidelobe level should be no more
than 10 dB higher than the average level. Consequently, 1000 samples are
expectad to provide a =30 dB average sidelobe level and a =20 dB peak
sidelobe level; 104 sapmples will reduce both numbers by 10 dB. For the
example described above (an aperture flight time of 3.3 sec and an apesture
size D » 174 m) the average sample spacing would be 3.3 msec (in time) and
0.174 m (in space). The average spatial spacing across the aperture is
5.8 wavelengths, 10 times the spacing of conventional SAR samples.
Regsearch areas relating to the forward-looking SAR include:
1. First order system design and tolerance theory related to

specific apﬁlicaciona.
2, Development of adaptive focusing techniques compatible with

the applications;
3. Development of computational algorithms which are fast

enough for real-time imaging;
4, Experimental demonstration of the adaptive focusing and

imaging concepts. In this regard it may be possible to make

use of equipment that is presently being developed at the

Valley Forge Research Center for demonstration of a helicopter-

borna sidelooking high resolution SAR.
It should be possible to extend the forwavd-looking SAR to 2 larger,
mnlti-platforﬁ SAR. Figure 6,4 shovs several "weaving' vehicles of the
type described above. They could be coordinated to form a gsingle forward-
looking aperture which is larger by an order of magnitude (using 10 vehicles)
than the aperture provided by one of the vehicles alone. Thus, resolution
should be improved by another order of magnitude. Some of the vehicles
might ba used only for the purpose of enlarging the aperture. .

In the multi-element SAR it may be deairable to relay all data to a

central or command platform for image formation and analysis. The incer-
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FIGURE 6.4  MULTI~ELEMEVNT SYNTHETIC APERTURE RADAR.

element communication system becumes a major concerm because of the need
for close phyt.ical and electrical synchronization. The total amount of

data needed for imaging does rot rise, relative to the single SAR case, =
however. If each platform tekes only 100 samples, then 10 platforms to-
gether can provide the 1000 samples needed to reduce the expected average -
sidelobe level to =30 dB. "
In some applications the multi-platform aperture may be so large !i
relative to the target range that extreme near-field focusing is required. .
Thus, the very near field properties of arrays must be examined. Figure {.v
6.5 shows a final-approach configuration in which the target lies within |
- the synthetic aperture array. In this example, the concept of beamwidth .
f:_:::,: must be changed to the cuncept of focal regiou in analyzing the focusing e
:f:: properties of the system. ;‘{
g C. Nelson Dorny “;

"":.3_':'-1 . ﬂ ' _;
:3:;'-_ / TARGET -
v ' —\

@14 = _"/‘ﬂ | | '

FIGURE 6.5 TARGET WITHIN THE SYNTHETIC APERTURE.
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Radar Imaging from a Distorted Array: The Radio Camera Algorithm
and Experiments

BERNARD D. STEINBERG, seLLOw, IEEE

Abstracs—High saguisr resetution radar imaging may be schieved
with 2 large-sperture antenns oven i the rperture is distorted,
provided that adaptive signal precessiag compunsetis for the dis-
tertion. The radie camers is an lastrument designed for this purpose.
Its sigerithm far imagiog greend-based targets is doscrided and
enperiwentsl results sre gives for 3 3 cm weveisugih demonstration
systern using a distorted I7.m rondom spere array. The messured
beamwidth of | mrad confermed to theory, condlrming (he validily of
ihe lechnique. Extension of the sigerithm to sccommoadate lseisted
targets such as sircrafl snd ships aise is discunsed.

INTRODUCTION

MICROWAVE array may be distorted {or many reasons.
t may bs too large to be surveyed properly. It may suffer
from windicading. Its {nstallation msy be {aulty. Or its distor-
tion may be sicctrical rather than geometric: medium turbu-
lence can causs thu integral of the dislsctric constant over a
path from 3§ sourcs or 3 target to the array to vary randomly
with position in the array. Also, electromagnetic coupling
fzom the antenns elementy to the local environment may vary
randomly with position in the armay, causing random e:rors ia
ibs driving point impedances of the antenna elemnants. The
tolerance on the random variation is sbout 30° mot-mean-
square (rms) or somewhat less than one-tanth wavelength (1].
That 3 microwave array designed for high angular resolu-
tion Lnaging is likoly to suffer from one or more of thess dif-
ficulties is evident from an examination of (1)

i(u)= /1. i(x) [fe(u)e!®*¥du) ¢~ /R2% 4y ()

which is the simplest form of the integral squation relsting
s source function or scens 7 and its image or estimste } when
the radistion fleld due to the source is meatzured by a line sper-
turs of extent L having aperturs weighting (. The sourcs is
sssumed to be in thae far field of the aperturs, which permits
its description in terms of the one~dimensional reduced angular
variable u = gin 9, O being measured from is2 normal to the
aperturs. The aperturs also is assumed to be one-dimenmonal.
The exponential kernels are Fourier kernels and both integrals
are Fourier integrals. The inner integral is the radiatioa fleid
S st the sperture. Equation (1) can be written in terms of S:

iu)= /1. (x)S(x)e~/%3% dx

= F{i(x)S(x)} 2)

Masuscript recsived January 11, 1980; revised April 15, 1981, This
work was supported in part by the Alr Forca Offlcs of Scientific Re-
search under Contract AFOSR-78-2688 and the Office of Naval Re-
ssarch under Contract N00014-79-C-0508.

The suthor is with the Valley Forgs Research Center, Mbors School
of Electrical Engineering, University of Pennsylvania, Philadeiphis, PA
19104, and the Alrborne Radar Branch, Naval Research Laboratory,
Washington, DC 20374,

where F{+} means Fourier transforrn. By the multiplication-
conavolution property of the Fourier transform

i(u) = F {i(x)} « F (S(x)}
= f(u) o s(u) (3)

where the asterisk indicates convolution. /(u) is the radiation
or diffraction pattern of the aperture. Since convolution
brosdens or spreads 3 function, the closer that /(u) approxi-
mates a §-function, the better the estimate i(u) is of s(u).
Since the width of /(u) is always the order of N/L, it is evident
that the larger the aperture size L the more closely s will be
represented by J. The same conclusion pertaing to a target or
scene in the near field.

To achieve a resolving power of 10~ to 10~% rad, which is
typical of common optical instruments such as cameras and
small telescopes, 3 microwave antenna must be hundreds of
mer’crs to tens of kilometers in size. Such antennas are too
large to be constructed as single structures such as the pasa-
Yolic dish. Instead they must be phassd arrays. They must be
highly thinned (mean intereiement spacing > A/2) to limit
cost, and the element distribution must be aperiodic to elimi-
nate grating lobes [11]. [t is most likely that the largs size will
preclude accurate knowledge of element location; hence, the
armay properties will tend to degenerate to those of the ran-
dom array and ths system design must accomodate the poor
sidelobe performance expected from such an array (2]. As a
conssquencs, array distortion is a highly likely property of a
hugs army designed for microwsave imaging. However its ef-
fect can be neutralized to a considersble extent by introducing
adsptively controlled phass corrections within the system
based upon measurements at the array of the radistion fleld
from a point sourcs [3], [4]. Adaptive retrodirective beam-
forming techniques then focus the distorted array upon the
source {$], [6,ch. §).

The paper describes an algorithm for phase synchronizing
or self-cohering a distortsd array upon such a source, moving
the focused beam in range and angle to 1 target area, and scan-
ning it acroms uic ‘areet o image it. An ingtrument embodying
this procedure is called 2 radio vamem. Experimental evidencs
of the validity of the technique is given. The expenmente wers
conducted with an X-band (A ® 3 cm) radar, using a distorted
Quasi-linear random antenna asray 27-m long.

THE RADIO CAMERA

Fig. | shows a badly distorted receiving armay and a point
source of radistion in its nesr field. It also shows a pulsed
transmitter. The near-fleid source may be active, such as a
bescon, or passive, such as a large cross-section reflector
ochoing the radiation {rom the transmitter. This source or
reflector is called the adaptive beam former; it also is called
the phase synchronizer. The array i3 shown measuring the
phase of the signal received at each elemant relative to the

0018-926X/81/0900-0740300.7%5 © 198) IEEE
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Fig. 1. Distorted ssray seif-coheres on phass synchronizing sourcs. EN
&
phass at some reference element within the array. In tae aperture of length L; it also is the beamwidth of the distorted
absence of multipath the phase @, of the recaived signal at  array folowing the adaptive beam-forming procedure. T\(R/L)? o
the nth elsment is (wr,/c,) + E,, where w is the radiation is the approximate value of the 3 dB rangs beamwidth due to :-'_. ’
frequency, r, is the path length, ¢4 is the average spsed of the limited depth of fisld of an aperture focused on a near-(leid T
propagation aver the path, and £, is the phase 3hift due to target [1]. AR/L also 13 the far-field cross-range dimension, |
elsctromagnetic coupling of the element to its savironment a3 | Also shown schematically in the (igure is 2 second set of :, ?
well as through the receiving slement wnd associated circuits.  phate shifters located prior to the summer. Uniike the first A
¢, may be rewritten as phese skhifting operation, the second operation is open loop ' 1
and nonadaptdve. After the array is phass synchronized the |
W(rg,s +87a) +t 4) focused beam {s scanned in rangs and angie by opendocp <
L] co + 8¢p " corrections calculated from the geometry. The calculstions S
: are made exactly as in 3 conventional phased array. During 1
to explicitly show ths displacsment &7, of the element in the near-field scanning the spot size and shape remain as indicated oy |
direction toward the adaptive beam former from its correct in the ﬂgurc. In the very near flield the resolution of the two- . :
distance 7q,. snd the deviation 3¢, of the mean propagation dimensional imags that results from the scanning operation <
spesd over the nth path from the averags spesd ¢, in the I8 3bout equal to the spot size. When the target is in the far 1
medium. Since 8¢, €cq, fleid of the large array the depth of field becomes infinite and e
s the resolution in range is determined by ths pulse duration of
. Wron + 87 X1 = 8ca/cy) the transmitter. At intermediate distances the range resolution
On +ka is the smaller of the depth of field and the radar puise length. -
‘o Both phase shift operations can be analog or digital. The
P w . phassdock loop is the natunal anglo; cireuit rox_' adaptive beam oo
Whrgn + kbry = =2tk §y, kW — (5) forming The experimental equipment described later uses
Co (7 digital phase shifting Fig 2 shows the procedurs more explic- o,
. ity. A transmitted pulse Wluminates both a target area to be
The phass differsnces from element to element are seen to  imaged and a pastive phase synchronizing target, which is -
have ’Sur zomponents. The primary component k7, is dus to  sketched 23 a corner reflector. The echo trace consists of
source location relative to the undiiisrted array and is the their echoes plus clutter. The signals received at the several
same as in any phased array. The residuals are dus to the dis- antanna elements are sampied in range and stored in the
torted geometzry of the array, to varistions in propagation con- format shown. The range trace delivered by each antenna
ditions from the source to different parts of the army due to elemert is stored as 2 row of complex numbers. Succestive rows
its large size, and to variations in the phass shifts through the correspond (0 successive elements in the array. The position of 2
elsments and in electromagnetic coupling betwewn them and sample in & row is proportional to range and designates the |
their surrouadings. By phase shifting each recsiver channei by rangs bin. The pasition of a sample in a column designates the
the negative of thess phase differences, all signals (rom the array element number and is monotonic with but not neces- .
sdaptive beam former become cophased. The output, (ollow- sanly proportional to element position since the array is dis- .:-:
ing summation, is that of an auray focused upon the beam- torted. ’
forming source. The spot size of the focal zone n the near For simplicity it is assumed that |7y — 7, | € AR, all n,
fleld. calculated from diffraction theory, is shown in the figure, m, where AR is the length of 2 range cell, Thus all echoes from .4
It is nominally AR/L in the crosv-range dimension and 7A(R/L)*  a common target will appear in a single range bin in the format :
in range. A/L is the beamwidth of a focussd diffractiondimited shown in Fig. 2. Actually, target echoes can appear in dif-
L RSP .-';‘-" ""'h;u‘ PEVNPATIRPA NI N IR LI AT AY W AL TS I W PLPL O |
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Fig. 2 Radio camers dats format and procadures.

{erent range bins for two reasons. The flrst is due to the large
size of the army, for when L sin 8 > AR, the differential ar-
rival time from a source at angie § exceeds the pulse length.
This effect is easily calcuiaicd and therefore may be corrected
in the signal processor. The second cause is array distortion in
the direction toward the source. Most arrays designed to be
linear or planar systems will not suffer distortion so severe as
1o warrant range-bin correction, yet will still require adaptive
phase correction if the unkaown g priori geometric distortion
exceeds 2 small fraction of a wavelength. Large irregular
arrays having devistions from planarity comparable to or ex-
ceeding AR also will require range-bin correction.

Assuming that range-bin correction, if needed, has been
accomplished, three distinet additions! operations upon the
stored <ata are required for imaging. These constitute the
algorithm and are given in separate sections below, Two are
the beam forming and scanning operations discussed earlier.
The third, which precedes thess two, is the search procedure
for the phass synchronizing source.

REFERENCE SIGNAL

The first operation of the signal processor following data
sampling and storags is a search in range {or a good phase
synchronizing source, i.e., for that echo siquencs scross the
army that most closely approximates the expected flsld from
s point source. That range is designated Ry and is the refer-
ence range, i.e., the range from which the phase synchronizing
ref=rance signal is obtained. The radistion field from a point

" source in free space would be nearly constant in amplitude

across the array, while the phase aifferences would disclose the
differential distances (modulo wavelength) to the source as
well as the differantial phase shifts through the receiving ele-
ments. A simpie test to find that target whose rudiation field
most closely approximates that of 3 point source is to mneasure
the normalized eche amplitude varisnce at each range. R, is
that range for which the test value is minimum.

Fig. 3 shows typical echo amplitude sequences measured
scrots 2 large army. One is from a corer reflector and the
other from & pick-up truck with camper top, which is a com-
plicated target. The armay was x 100 sample point, distorted
aperture 27 m in length operating at 3<m wavelength [3]). The
corner reflector is the ideal adaptive beam former, yet the

echo amplitude pattern is not constant with clement position, .AT;! - A, o3 is normalized to /ﬂ’ to temove the cffect of
E-3
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There are four contributing factors to the general variation
of echo amplitude with element position. The first is due (0
the size of the reflector or source. The second is due to multi=
path. The third is due to clutter. The fourth is due to the
radiation pattemn of the antenna element used in the array,

A reflector of size T reradiates & lobular pattern in which
the nominal lobe spacing is /T rad (Fig. 4, left). The nominal
lobe spacing at the array, which is at a distance R, is AR/T, and
the echo sequence across the array would be expected to have
a spatisl pcod of this value, If AR/T S L a low spatial fre-
quency or long period amplitude modulation would be evident
in the measyred data. Such a long period spatial modulation
appears in the corner reflector echo sequence in Fig. 3 (al-
though the cause is not due to the size of the reflector but to
the radiation pattern of the antenna element, which is discus
sed later).

The high spatial frequencxﬂ or short penod fluctuations
seen in the corner reflector echo sequence in Fig. 3 are due to
clutter (Fig. 4, middle). The transmitter beamw.dth is broad
compared to the high resolution receiver beamwidth;the beams
width A9 = A/g, where a is the size of the radiating antenna.
The clutter patch illuminated by the transmitter at distance
R is RAS = RMNa. The lobes of the back scattered radiation
have a nominal spacing A/(RAg) = a/R, and the nominal cross
section at the array is equal (0 R(a/R) = <. This last expres-
sion means that the correlation distance of the spatial ampli-
tude modulation due to the clutter equais the size of the
transmitting anteans, which, in this experiment, was less than
the average intereiement distance. Since the transmitting an-
teans is small compared to the large receiving array. the clut-
ter modulation always will appear, as in Fig. 3, as 2 high spatial
frequency or short period fluctuation.

The effect of multipath is similar. Let 3 be the angular
separation at the array between the direct arrival and the
multipath signal. The complex amplitude of the received signal
_along the uray (x coordinate) has the form | + a exp (jkx0)
where a is the reflection coefficient of the multipath scatterer
and k& = 2m/) is the wavenumber. The period of the amplitude
modulation of the sum of the two signals is A/f. Rarely is § >
A8; therefors, multipath in general will introduce a lower spa-
tial frequency into the echo sequence across the array.

The (ourth contributing factor to the nonconstancy of the
reference echo sequence is the radiation pattern of the receiv-
ing element used in the array. Fig. 5 pictures four array ele.
ments each of length & in an array of length L. The beamwidth
of an element pattern is A/d and its cross section at the beam-
forming target is AR/d. The figure illustratea that when L >
AR/d the element gain to the target varies with element posi-
tion in the array.

The echo variarce calculation should be oased upon the
first, second, and third factors, which measure the quality of
the radiation fieid for adaptive beam forming, but not the
fourth factor, in which the measuring instrument induces a
variation. The effect of the latter is minimized by dividing
Vin. the echo ampltude from the ith range bin received by the
ath clement, by the estimated element pattern gain f,. from
the nth element to the target. (A single subscript suffices for
the element pattern gain uniess the target i :a near field of the
element, which is unlikely.) The correctec implicude is 4 ,,.
Vin/ls. Its mean A, = (l/N)-,...A,,, and mean sq\ureA, -
(1/N) Z8a 1 An? are calculsted, where M is the number of
antenna_¢ elemenu its varisnce g} = (1VMZNe (A~ 1) =

3
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the calculations. The normal-
ized vasiance is | - A',’/_A, which i 3 minimum at that
range element for which A 1/;1 is the largest value. The rule
for finding Rq, then, is to calculate 4,3/A,4 for 3ll range ole-
ments and search for the largest value. The signal sequence
from that range bin becomes the reference signal.

ADAPTIVE BEAM FORMING -

Tabie | shows all the steps in the procedure. Step | wnitiates
the process. V;, exp (j¥n) is the complex envelope of the
echo from the ith range bin received by the nth clement. Steps
2 and 3 are the search for Ry discussed above. Step 4 is the
adaptive beam-forming step. The measured phases ¥, can be
broken into the sum of two terms Wy + Wi, The first term
contains the conventional target and array geometry ind is
all that would be expected in the absencs of array distortiom,
medium turbulence, multipath, and scattering. The second
term represents the errors which the phase synchronization
process must overcome. In the abszence of such errors the
image of the target or clutter from the ith range element
would be obtained from the integral of the phase-weighted
signals received across the array (rom the ith range bin. As in
any phased array the phase weighting is the conjugate of the
kemel of the diffraction integral. For ease of discussion the
diffraction integral can be approximated by the Fresnel in-
tegral, which reduces to the Fourier integral when the tirget is
in the far field. That integral in turn is best represented by a
sum a3 in (6) because the array is discrete. The sum

N
i) m X AipelVinem/MEnu=2aT /2R (6)
.|

is the image 5, of the scattering sources in the ith range bin
pravided that ¥ = 0. Asin (1), u ™ sin 8 and 8 = scan angle
from the normal to the array. The discrete variables x, and R,
are, respectively, the x coordinate in the atray (transverse to
the array normal) of the nth element and the distance to the
ith range bin. Although {{(u) 18 wntten as 3 one-dimensional
image (in the reduced angular vanabie ) of the echoes from
the ith bin, it is, in reality. a two-dimensional image in u and R
when the targets are in thé near field of the array. Properties
of the two-dimensional image are described in (12].

The function of the adaptive provcssor is to compensate for
Vin so that the operation described by (6) may be dccom.-
plished. In the earlier steps of the process the data were searched
to find the range bin in which the ¢echo amplitude across the
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TABLE |
STEPS IN RADIO CAMERA IMAGING

Step

Measure and store complex enveiopes
of echo samples

—

Vigel¥in
ange bin —%— cement number

3 Correct amplitudes by dividing by Ajnti¥in
element pattem estimate [,
3 Find Rg such that dgn & 4. all 2 AecfVon
4 Phase conjugate st Rg Aeiboo
$ Phase rotace 3t all range elements A eH(¥ in=% 0n*¥ 00)
kznd3 1
6 Focus at esch ange R Awfl*ln‘*mv'*oo"z—(';-k—)l 28
i Ro
7 Phass thift linearly with angle Bie-rkxan

8 Sum at each range sisment

n
ifu)e D Bipe=rkine
ne

a:rav had the smallest vanation. That range bin became the
referance range 3nd the signal from that range bin became the
synchronizing signal. Its complex envelope following normal-
ization to / is Agn €xp (/Woa) where the amplitudes are all
nearlv the same. The phases of the echoes are random, how-
ever. due to the perturbed geometry of the array or the spatial
variations of the refractive index or the impedance variations
from element to element of any combination of these factors.
If the reference source wers an ideal source the phase dif-
ferenzes would be due entirely to them. Ia addition the
phnases are perturbed by multipath and scattering and by the
finits lobe width of the reradiation from the synchronizing
sourze. However, because it is generally impossible (or the sys-
tem designer to obtain a priort information about these latter
conditions, the signal processor must necessarily ignore them.
The fourth step in the process is to compensate for the
phase variations, which are sssumed to be due to the first set
of factors. Correction is sccomplished by phase rotating the
complex envelopes of the signals from Rq received by the dif-

- ferent array elements. The proper phase shift for the nth eie-

ment is the negative of the phase differsnce Avg, = Yopn —
Voo. The complex signal envelope ot the nth element becomes
Aon exp (/Yon) 6xp [~f(Von = Voo)l W A exp (/¥q0). This
correction, or phase conjugation, is exactly what a phased
array ot lens would do when focusing upon the reference
source. The output signal from the arrsy when it is 3o focused
is the sum of these phase-corrected echoes from Rg.

SCANNING

Ths fifth step (performed simultaneously with Step 4) is
to phase rotate all the signal samples {rom each antenns ele-
ment by yvon = Voo. The samples of the complex envelope
from the (th range bin now become Ay exp U (Vi = Yon *+
voo)]. The sum of such a set of compiex samples represents
the output of 2 misfocused phased array or lens since Vip
Von 8xcept at the range R of the reference reflector.

The sixth step is to focus the array at all ranges sitnulta-
neously. This task is accomplished for an arbitrary range R; by
refocusing the array from the reference range Rg to R, The

L]

E-5

phase correction is approximately quadratic, as given by (6).
Assuming that the earlier steps were performed properly. the
sei{cohering process forced the quadratic component of the
phase shift of the signal in the ath channel to become —kx,?/
2R, + kx,3/2R,. To focus the array to range R, this term
must be set to zero, which requires a further phase addition of
(kx 2/2X1/R; = 1/Rq). This step requires a knowledge of the
range Ry of the reference reflector. Fortunately, the value of
Ry is availabie in the system for it is measured, as in conven-
tional radar, by the round-trip travel time of the pulse to the
phase synchronizing source and it is read directly into the
signal processor from the radar receiver. The accuracy of meas-
urement is determined by the range resolution of the system,
which is the order of the reciprocal of the signal bandwidth
(in distance units), or the near-field range beamwidth, which-
ever is smaller.

Step 7 imparts a linear phase rotation to the range-focused
complex envelope (designated 2,, in Tabie [) for each scan
angle k. The phase shift is —kx 4u.

" The last step forms the sum of the linearly phase-weighted,
range-focused samples to obtain the image 2{u) for ihe ith
range bin:

e
ZOLD N Ml ™M

ELEMFNT POSITION TOLERANCE

Steps 3, 4, and § require no knowledge whatsoever of
element position. The phase synchronization proces is purely
retrodirective. Steps 6 (refocusing in range) and 7 (scanning in
angle) do require coordinate information. The tolerances on
element position error have been worked out {7]. (8], (I,
ch. 13]). The most stringcat tolcrance is invoked by Step 7.
Brisfly, the theory consists of the following pointc. First. the
loss in main-lobe guin, in decibels, due to all the random phase
erTors across the array is AG & 4.3042 where 0,2 is the vari-
ance of the phase errors in square radians, Second. the phase
variance due to random position errors is approximately 0% =
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k30,302 where 0’1 is the position error variance in the array
in the direction perpendicular to the beam-forming direction
and 8 (rad) is the scan angle measured from the direction of
beam-forming. Combining these expressions, and allowing
1-dB loss in array gain as an acceptable gein~loss tolerance,
the rms element tolerance becomes 0 @ (A/41) gy ™!

The factor A/4r is the conventional tolerance in phased
array, mirror, or lens design. & q ,x is the maximum scan angle
from the direction of the reference source and is half the field
of visw. Since an individual radar target always subtends a
very smsall angle at the radar, 8,,, € 1 and the alowed
clement position error is exceedingly large. For example, if
the system were designed to image a target as lar? (in angle)
as the moan, &4 .5 would be approximately 10~ ° rad; in this
case the position accuracy tolerance increases by two orders
of magnituds to about IOA. [t is precisely this extraordinary
liberty in potition tolerance, following adaptive phase synchon-
{zarion, that permits radio camers imaging with a nonngid
or illsurveyed armay.

EXPERIMENTS

Fig. 6 shows the resuli of an X-band radic camern imaging
experiment using a2 low power (S W) radar transmitter 3nd 1
comer reflector for the phase synchronizer. The size of the re-
flector was 0.46 m and its radar cross-section was calculated to
be S6 m2. The estimated clutter cross-section was 2 m3. The
seceinng array was the one used in the experiment for Fig. 3:
1t was 27-m long and 1.2-m wide. The 100 element positions
were randomly located within it. Uniform probability density
functions of element position were chosen for both the length
and width dimensions of the array. The experiment was con-
ducted on a time-shared basis in which a single radar receiver
was successively moved from position to position, delivering a
radar echo trace to 3 microprocessor from each receiver posi-
tion, after which the operations described earlier were per-
formed. The image is onedimensional deflection modulated.
The target consisted of two additional reflectors, each 0.61 m,
drawn to scale below the image. The target was 240 m from
the arr. y and subtended an angle of 14 mrad. The reference re-
flector was 41 m closer. Drawn also in Fig. 6 is the calculated
response of the array in f{rec space had it seif-urganized per-
fectly [t is evident that the experiment was exceedingly suc-
cessful.

The theoretical beamwidth for this experiment, based upon
diffraction theory, was 0.838A/L cos 8. The coefficient cor-
responds ¢o the particular probability density function of eie-
ment location used {1]. 0, the target angle {rom the armay
normai, was 25°. This expression cvaluates tc I.! mrd.
which is indistinguishable from the measured beamwidth.

Fig. 7 is the image of the same reflectors when the equip-
ment wes operated in the synthetic aperture mode [9]: the
low power transmitter and receiver both were moved from
position to position for each radar transmission and reception.
(The experimental setup and procedure were illustrated and
described 1n (J].) Because of the doubling of the wavenumber
due to the synthetic aperture operation, the beam cross-sec-
tion in Fig. 7 is halved. Agiin, the comparison with the cal-
culated free space response is excetlent. The separation of the
comer reflectors was increased to 16 mrad in this experiment.

[n both experiments the sidelobe properties conform to
the theory of the random array (1], (21, which predicts that
the contribution 1o the average sidelobe power level is V™!
times the main-lobe power response of a target. Thus, the
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Fig. 6. One-dimensional image of two comer-reflector targets using
another corner teflector for adaptive beam forming. Theoretical
response in fres space sthown (or companson

theoretical average sidelobe level for the two nearly equal
strength targews in Figs. 6 and 7 is -17 dB; the measured
levels are within a few tenths of 3 decibel of this value.

ISOLATED TARGET

The situation is somewhat differcnt for 3an isolated target
sSuch as an aircraft or 2 ship in which the reference source is
on the target. One difference is that no range refocusing
(Step 6 of Table 1) is required since the size of the arcraft
usually will be small compared to the depth of field of the
array. A more significant difference lies in the fact that target
echoes are used both for adaptive phase synchronization as
well as for imaging. The requirements upon the ¢cho charac-
tenistics are opposed for these two processes. Phase synchroni-
zation requires 3 dominant point source, whereas the objective
of picture taking is to reproduce cne angular backscatter pro-
file of a complicated target so that the target may be classified
ot characterized.

The conflict resolves itseif when the target is moving rela-
tive to the observer. Fig. 8 shows an aircraft at distance R
with its velocity vector ¥ making an angle a with the direction
to the array. The aspect angle @ changes with time at the rate
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da/dr = ¥ sin a/R. Because of this tuming motion, the radar
echo changes with time, sometimes having the desirable prop-
ertiss for phase synchronization while at other times the
retumn signal is good for imaging purposes. From time to time
a atrong highlight appsars due, say, to a broadside specular
return from the fuselage, or a two-plane corner raflector formed
by wing and (uselage or in the tail assembly. The highlights are
severely aspect-angla dependent, as is demonstrated in Fig 9
There a small flat-plate reflector of lengeh T is shown momen-
tarily onented broadside to the direction to the array. As the
Jine-of-sight tngle Q changes due to platform motion the re-
ridiation pattern moves through twice that angle. Conge-
quently, the time that the main lobe dwells upon the array is

E-7
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Fig. 9. Reradiadon pattem routes with platform motioa.

determined by the turning rate da/dr and the reradistion
beamwidth (=\/T). The duration or correlation time can be
estimated as the time required for the differentia) phase of the
echoes from two scatierers separated a distancs equal to the
target size T to change about n/2. The right of Fig. 9 shows
the geometry. The change in the differential distance SR from
two such scatterers is approximately T'da. The rate of change
is d(8R)/dt = Tdajdt & TV sin a/R and the phase difference
between their echoes changes at 1 rate d(5¢)/ds = 2kd(SR)/
dr = 42TV sin a/AR. Hence, the correlation time is the order
of

T.3\R/8TV sin a. : (8)

Consider a Mach ! aircraft with a reflecting region | m in
size orniented normal to the ~adar line-of-sight. When observed
with 3-<cm radiation from a distance of 20 km and at a 30°
angle the correlation time i3 about ! /2 8. Dunng this time the
large array on the ground may be synchronized. forming a
narrow beam focused on the specular reflector. Rather than
determining ar whar range to phase conjugate or focus. as in
the earlier discussion (Step 3 of Table 1), thg signal processor
now datermines when to perform this operation. 18 criterion

is exactly the same, i.e., reasonable uniformity of echo strength.

acress the array. Furthermore, ® can apply an additional and
highly sensitive measure: the correlation rime, which is the
reciprocal of the echo modulation bandwidth. varies inversely
with target size. When the highlight disappears the “target’’ in
(8) becomes the size cf the aircraft. If the 1.m flat plate re.
flactor were on a 30-m aircraft the modulation rate would
jump by a factor of 30 foliowing the 1/2 s phase sy nchronizing
period. Similar, the echo modulation bandwidth would drop
by this factor when a stable echo appears, thereby permitting
the signal processor to readily determine when to phase
synchronize.

Observation of the drop in echo modulation bandwidth can
be made in the low-frequency control branch of the phase-
lock loop, if such a circuit is used for 3adaptive besm forming,
or in the data store of 1 reaistime digital processor. In the
Iatter case the data may he organized in the same format
shown in the lower part of Fig. 2 except that the horizontal
c¢owrdinate is no longer range, but time. All the data come
from the same range bin and the columns are spaced by one
interpulse period. Successive columns are successive range-
gated samples of the echoes at esch antenna element. The
processor observes the daia bandwidth and the amplitude
stability to determine when to phase synchronize (Step 3).
During the dwell time of a highlight the signal processor ceases
the imaging process ind phase conjugates instesa (Step 4).
Next it obser.es when the modulation bandwidth returns to
normal, at which time it begins 2¢ain the imaging process
(Steps 7 and 8). Following.the high-resolution angle scan it

"’\v\‘.
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Fig. 10. Histograms of aircraft echo sequences.
awaits the next synchronizing interval to repeat the process. TABLEU

The cycls time is the order of one second. During several such
seconds the aircraft has moved and rotated insignificandy
insofar as the observer is concerned, but has aitered its onienta.
tion sufficiently to cause successive images to be statistically
independent. Hence, the logical next step is to form “multiple
exposures,” iae., sums ol intensities of ssveral successive
images. Doing $n builds up the information coateat in the
image and fills in the spsckles or glint resulting from ths
nurow-band (nesr monochromatic) radiation. In addition, it
reduces the sidelobe peaks of the random array by several
decibels [1].

An experiment has been conducted ¢ measure highlight
dwell times and the percentages of time that aircraft targets are
in the so-<called “synchronizing™ and “'imaging’* modes {10].
The basis for the masasurement is the expected change in the
probability density function (pdf) of the echo amplitude when a
highlight occurs. Without it the echo is the vector sum of a
largs number of small, andomiy phased echoes. The sum is
A two-dimensional, zero mean, random Gaussian variate, the
amplitude of which is Rayleigh distributed, i.e., if A is the
echo amplitude and 20% is its mean square value, the pdf of
A s f(A) = (A/0*) exp (=A42/20%). When a strong scatterer of
strength A, is sdded, the pdf changes to the Ricean distribu-
tion f(A) = (A/a?) exp (=(A3 + Ag3)20%)lg(Adg/?),
where /j is the modified Bessel function of the first kind and
zeroth order. f(A) reduces to the Rayleigh pdf when Ay = 0
(1)

The experiment was designed to gather simple statistics on
the short-time pdf of radar echoes from aucraft. The radar was
an L-band AN/TPS-1D. It is located at the Valley Forge Re-
search Center of the Moore School of Electrical Engineering,
University of Pennsylvanis, at Valley Forge, Pennsylvania, 40-
km west of Philadelphia. Commercial aircraft flying in the
Philade!phis=-New York-Scranton triangle were observed and
tracked. Distances varied from 15 to 100 km. Echo sequences
of varying numbers of puises were sorted by amplitude in real
time in a histogram generator and the nature of the pdf was
judged to be Rayleigh, Ricean, or nondescript.

The results are shown in the tabies for broadside, nose. and
t3il aspect. Sample histograms are shown in Fig. 10. As ex-
pected, Rayleigh and Ricean pdfs did occur, the former with
about three times the frequency of the latter (Table II). About
20 percent of the sample runs showed no preference for either,
exhititing instead tendencies toward uniformity or bimoda-
lity, for example. The average correlation time in each mode
3s0 'vas measured (Table {II). Note that the 1/2°s dwell time
estirr.ated earlier fo: the sync mode is within the range shown.
The measurements confirmed the expectation that aircraft wul
st mately permit array synchronizing and imaging.

RELATIVE FREQUENCIES OF OCCURRENCE OF IMAGING
AND PHASE SYNCHRONIZING MODES

Synchronuing
Number  Imaging Mode Mode
View of Aircraft  (Rayleigh pd?  (Ricean pdh Neither
Broadsids 3 0.594 0.286 0.120
Noss 2 0.501 0.363 0.135
Tail ) 0.668 0.048 0.284
Al 9 0.606 0.193 0.201
TABLE 1l
APPROXIMATE CORRELATION TIMES FOR AIRCRAFT ECHOES
Average Average

Numberof *  Correlation Time Deviation
View Aireraft Obssrved (s) i8)
Broadsids 16 1.66 .68
Nose ? 030 0.04
Tail 4 0.17 0.11

SUMMARY

A radar antenna array distorted beyond the normal toler-
ance of about one-tenth wavelength can be made to function
as a diffractiondimited imaging aperture by adaptively phase-
compensating for the distortion. An external pcint source of
radiation, called the phase synchronizer or adaptive beam
former, illuminates the array. The source may be an active
beacon or a passive reflectcr echoing the radiation from a
radar transmitter. The phase of the radiation fieid is measured
at each array element. Phase shilts are added to each element
channel to eliminate the phase differences. An array locused
at the beam-farming source resuits. Open loop scannmng in
range and angle follows adaptive focusing of the array.

An algonthm suitable for digital signal processing is yiven.
It describes 1) 3 search procedure for locating the tacget most
favorabie for adaptive beam forming, 2) the adaptive beam-
forming process, and 3) range and angle scanning of the focused
beam. Experimental evidence of the validity of the 'techmque
is given, based upon experiments with 3 27-m X-band random
sparse array.

A modiflcation to the Lasic 2lgorithm is descri~*d (o ac-
comoaate an isolated target such as an aircraflt or . =ip. A
radar experiment with ircraft of opportunity disclod that
the fluctualing properties of airborne target echoes satisfy the
requirements of the scarch procedure for a suitable adsptive
beam-forming source.
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Properties of Phase Synchronizing Sources for a Radio Camera N

BERNARD D. STEINBERG., FeLLOW, 1EEE —

Abstiract—A distorted phased array can be made to operale as a
diffraction-limited aperture il u compensating time delay and/or
phase shilt is added in esch antenna clement chsnnel. When the
distortion is not known v priori the correction must be based upon
phusefront messurements of the radistion from a source external to
the array. The ideal adaptive synchronizing source is a point source
radisling in free space. The phascfronts of realistic sources are
perturbed. however. Three types of practical sources and calculstions
of the conditions under which their rudiation fields are acceptable for
sdaptive begmforming are discussed. The sources are the passive
reflector, the active beacon. and radar ground clutter.

I. INTRODUCTION

RETRODIRECTIVE array samples the radiation field

from a point source at a distance and adjusts the phase of
the radiated wave at each element to be the complemnent of
the measured signal phase (1)-[{3]). The radio camera (dis-
torted array plus self-adaptive beamforming) requires retrodi-
rective nrocedures [4]-{8]). The function of the radio camera
is very n._ - angular resolution imaging. The aperture size re-
quired at microwaves to achieve the resolving power of com-
mon optical instruments, which is 10”3 to 10~* rad, is hun-
dreds of meters to tens of kilometers, as is evident from the re-
lation A8 > X/L, where Af is the beamwidth, A is the wave-
length, and L is the size of the aperture. Apertures so large will
be very difficult if not impossible to survey to the oae-tenth
wavelength or smaller tolerance required for diffraction-limited
operation [5). Some apertures will flex and may even be time-
varying. Earlier papers describe various aspects of the radio
camera. The overall system concept is given in [4] and [§].
The details of the algorithm for searching for the retrodirec-
tive beamformer, focusing upon it, and scanning the focused
beam in range and angle are given in [7). Early experimental
results were published in that paper and in (6) and {8]).

This paper examines the retrodirective beamforming source
and determines the required properties for satisfactory opera-
tion of a radio camera. The principle of operation with a dis-
torted array, the radjation pattern that results from retrodirec-
tive beamforming, and the losses that can develop in array gain
are discussed in the next two sections. In the following section
bounds are calculated on the necessary physical properties of
retrodirective synchronizing sources. The sources discussed in-
clude the passive reflector such as the corner reflector, & 1 ac-
tive beacon and radar ground clutter. Experimental oun: 4i-
mensional radio camera images show how array gain can be
degraded by an imperfect retrodirective source.

Manuscript received June 30, 198, revised October 16, 1981. This
work was principally supported by the Office of Naval Research and
the Air Force Office of Scientific Research.

The author is with the Valley Forge Research Center, Moore School
of Eiectrical Engineering, University of Pennsylvania, Phijadelphiz, PA
19104 and the Auborne Radar Branch, Navat Reszarch Laboratory,
Washington. DC 20378
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THE RADIO CAMERA

Fig. 1 shows a pulsed transmitter illuminating a point r' .-
flector which reradiates to a distorted receiving array. The ar-
ray system measures time and/or phrase differences betweeg,
the echoes at each antenna element and assumes that they a’v
due entirely to differential distances from the source to the
antenna elements and to variations in the index of refraciion
of the propagation medium along the ray paths. Following e-"
velope time-delay correction, an automatic phase correctic .
9o — ¢, ismade, which is the difference between the echo phases
received at some arbitrary reference element and the nth eie-
ment. The second term ~¢,, is the key to the corrective prov:_
ess. It is the complement of the phase of the received sign'.~
relative to some reference phase which is constant across the
amay. In practice, the reference signal need not be the signsl
from another element in the array; instead, it can be the loc.-
oscillator wave {rom 3 central source in the system delivered ﬁ
each element with the same phase. Either procedure is s:ms~
factory. :

Automatic phase conjugation also is called adaptive bean
forming or selfcohering or phase synchronizing. After the
beam is formed it may be scanned by geometrically calculzted
phase corrections applied open loop to the second bank .
phase shifters. Analog or digital circuits can be used to mpl&'
ment both banks of phase shifters and the phase controllers.

The result of adaptive beamforming is a receiving array sel?..
focused upon the synchronizing source. The dimersions of th’.~
focal zone of the array when focused upon a near-{ield source
at a distance R are shown in Fig. 1. The nominal cross-range
beammwidth is AR/L. The beamwidth in range is the depth c{‘.
field of the aperture, which is approximately TA(R/L)* [ST.-
The focal zone when the source is in the far field is an angular
sector of width A/L rad. Thus, the angular resolution in th-s
scanned image of the radio camera is essentially the same i.-"
the near field as in the {ar field. The {ar-field range resolution’
is determined by the pulse duration of the transmitter (ex-
pressed in distance units) and in the near field it is the puls
duration or the depth of field, whichever is smaller. .

Fig. 2 shows two one-dimensional radio camera u'nages
which illustrate the importance of a high quality beamform. _
ing source. These one-dimensional angle scans were obtaine:;}
with 2 modified AN/APQ-102 radar operating in the synthetio~
aperture radio camera mode described in (6], [7], and [91‘
The array was approximately linear. Its length was 40 m. I
consisted of 200 sample points located at random. The rada,
was an X-band (A = 3 cm) set with 50 kw peak power and a°
range cell of 9 m. The adaptive beam-forming source in the ex-
periment of Fig. 2(a) was a 4 ft corner reflector $.6 km fron-",
the radar. 31 m more distant was a 2 ft corner reflector. The§
radio camera first self-focused upon the 4 ft reflector, then
scanned in angle and range to the location of the smaller se.
flector, following which it scanned in angle across it to pro-'.::
duce the image shown in Fig. 2(a). The ordinate is in ampli- -
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Fig. 1. Phase synchronizing a badly distorted radio camera array on echoes from a point reflector.
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Fig. 2. Onedimensional radio camera images of a1 two-ft corner te-
flector at 5.6 km. Beamforming target in (a) is another corner re-
flector; in (b) it is a house. Loss in array gain is 3.2 dB.

tude units, and the abscissa is in milliradians from the direc-
tion to the 4 ft reflector. The cross section of the imaged 2 ft
reflector is 0.4 mrad which is 2.2 m at the target range. The
expected values based upon diffraction theorv, snythetic ar-
ray theory, and random array theory are the same,

Fig. 2(b) shows the same target imaged by the same equip-
ment using exactly the same array and imaging algorithm. The
only difference is the beamforming source. The source in Fig.
2(b) is a house located 15.5 mrad to the left of the target and
45 m from it in range. The resolving power of the instrument
is not significantly altered but the array gain is reduced by 3.2
d4B.

That the array gain is seriously affect2d by the properties of
the synchronizing source, while the array beamwidth is not, is
predictable from random array theory {5]. Array gain is sensi-
tive to random phase errors across the array according to
E{G/Gy} = exp [~0,2] where £{*} means expectation, G is
the array power gain, G is the gain in the absence of errors,
and 9, ° is the phase-error variance across the array. Expressed
in decibeis the lcss in gain is AG(dB) = 4.3 0,2, Based on
these equations it may be deduced that the phase variance across
the array after phase synchronization on the echoses from the

house was 0.74 rad? or 0.86 rad rms. The nominal widths of
all lobes (main lobe and sidelobes) of a random array remain
unchanged irrespective of the phase errors. Thus, phase errors
during the adaptive beamforming process reduce array gain but
have no first-order effect upon array beamwidth,

It is evident that the house was not a satisfactery target of
opportunity foradaptive phase synchronization of the distortzd
array. In the following sections the conditions under which
targets are satisfactory sources are examined and bounds are
derived for their use.

LOSS IN ARRAY GAIN

The radiation power pattern formed by the adaptive retro-
directive process is approxirnately a replica of the source func-
tion or scene that produces the incident radiation field. Let
the source or scene be at distance R from the distorted array
(Fig. 3). Let y be ar axis through the scene perpendicular to
the direction of phase synchronization of the array, which wil
be called the :-axis. Define the reduced angular variabie u =
sin # = y/R where the angle 8 is measured from the z-axis. 6 is
called the scan angle. The source or scene s(u) produces a
radiation field along the x-axis in the array (Fresnel approxi-

e,
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Fig. 3. The scene to be imaged is at distance R from the array. The
2-a\is is in the direction of the synchronizing source. The x- and
J-anes are pezpendicular to the 2-axis and are in the same plane.

mation)

S(x:R) = /:(u)ef“*"-*‘/’* ) du (1
where the x-axis also is perpendicular to the z-axis. Now assume
a phase conjugation operation such that the current excitation
in the array along the x-axis is the complex conjugate $*(x) of
(1). The radiation pattern of the array in the source region be-
comes

fu;R) = f S°(x; R)e/k(xu=~32/2R) 4, 2
which implies
S"(Jr:R)e“’.""‘."mz =ff(u:R)¢"k"‘ du 3)

. by the properties of the Fourier transform. Equation (3) may
be rewritten -

(4

from which, by comparison with (1), it is evident that the
radiation pattern f = s*® or |f]| = |5, thus validating the open-
ing statement of this section. Now introduce a discrete sampling

" of the radiation field in the x-axis at locations x; and let the
adaptive circuits weight the NV elements by w; = $*(x;; R). The
radiation pattern

fn(u;R)-f' {

S(x;R) = e‘ik’zlznff'(u;R)eik’" du

N
E 5* (e R)S(x — x)el¥(xu=x212R) 4o
ie1

(s)
is an approximation to (2), the approximation being due to
the discrete sampling in the aperture and to its finite extent L.
In (5) §(¢) is the Dirac-delta function. Since the array is not
solely in the x-axis (5) is not an exact expression of the radia-
tion pattern but is a close approximation in the angular neigh-
borhood of the adaptive beamforming source,

A further approximation is made in the radio camera: since
the amplitude of the radiation field must be nearly constant
for the source to approximate a point source, it is sufficient
merely to phase-weight the elements in the array by the con-
jugate of the incident field and to ignore its amplitude varia-
tion.

Based on this reasoning, it is seen that when various scatter-
ing centers exist in the source region the gain of the adaptively
formed beam will be reduced from its maximum possible value
due to the gain of the radiation pattern in the directions of
those scatterers, The scatterers may be part of the synchro-
nizing target, as in the case of the house (Fig. 2({b)), or they
may be clutter scatterers in the patch iluminated by the trans-
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Fig. 4. Types of synchronizing sources: passive reflectors, active bea-
cons, and distributed clutter,

mitter. To calculate the loss in gain it is necessary only to re-
late the phasefront distribution to the scatterer distribution
and then deduce the gain loss from the phase-front distortion.
First, the scatterer distribution, whether on the beamform-
ing target or in the illuminated clutter patch, may be pre-
sumed to be random, which is 2 sufficient condition to ensure
that the phase perturbations in the phasefront of the reradia-
tion also are random. Given this condition the loss in gain, in
decibels, is 4.3 ooz. Next, assume that a tolerable loss in gain
is 1 dB. The phase variance allowed in the phasefront is 04°
1/4.3 rad?. Now assume that the target having radar cross sec-
tion o radiates as a point source and that the clutter cross
section 0¢ < gp. Their echoes received at some arbitrary an-
tenna element in the array arrive with abritrary phase aand

"amplitude ratio ¢ = 0¢c'/3/07'/? < 1. The phase error §¢ =

tan~! [a sin a/(1 + a cos @)] is a zero mean random variable.
Equating its variance to 1/4.3 leads to the condition gp 2 2.5
0c, which guarantees that the loss in gain will not exceed
tolerance. '

TYPES OF SYNCHRONIZING SOURCES

Fig. 4 illustrates several types of synchronizing sources.
Shown on the ground are a corner reflector (CR), which is a
near-ideal beamforming source, and a large, prominent target
of opportunity (TOQ). Both are passive reflectors. Also shown
is an active beacon (B). The beacon can be aitborne as well, as
illustrated by the one carried in the remotely piloted vehicle
(RPV). The beamforming target also may be a reflecting sur-
face on the target to be imaged (called a target reference (TR)),
as is illustrated by the large specular reflecting surface of the
airplane target. Lastly, the beamforming source can be dis-
tributed clutter echoes as is illustrated for the airborne radio
camera. These three types of sources (passive reflector, active
beacon and distributed clutter) are discussed separately in the
subsections below,

Passive Reflector

Not only must the passive reflector have a large enough
radar cross section so that its echo dominates the phasefront
of the radiation field illuminating the array, but its physical
size must be small enough so that its reradiation is nearly
planar or spherical. These two conditions place bounds on the
acceptable size of a passive target.

The nominal lobe spacing of the radiation from a target of
size T is A/T That this is so may be seen by considering struc-
tures of simple or known characteristics. For example, a flat-
plate reflector of length T radiates a pattern having the angu-
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lar characteristic sin (*Tu/A)/(*Tu/d), where u = sin (8 - 8),
9 is the angle measured from the normal to the surface, and 8
is the direction of maximum ceradiation. The width of the
main lobe is approximately NM/T, as is the spacing between
2e20 crossings in the remainder of the reradiation pattem,
Similarly, if the target contains two prominent scatterers of
aqual strength spaced by T the reradiation pattern has the
form cos (2Tu/d). The zero-crossing interval is A/T. If the scat-
terers are of unequal strength the radiation pattern develops an
additive constant but the angular modulation period remains
the same. Lastly, if a target consists of many scatterers of
random amplitudes and locations within the interval T the
results will be similar. Let the scatterer distribution be a sample
function of a random process characterized by T2,6(y - y)),
whers a; are the scattering amplitudes and y, dre their loca-
tions on the reflector. The radiation pattern is '

T
= [0 Zes—y)etr oy

2

- sin (2Tu/d) . Xy
2 Tu/\ E ai‘l “

where the asterisk means convolution. The second term is the
underlying radiation pattern of the collection of scatterers.
The first term is due to the truncation of the random process;
it is the Fourier transform of the window function representing
the extent of the target. The lobe spacing of g{u) can be no
smaller than that of the sync function, which is A/T. All three
examples indicate A/T to be a typical value of the lobe spacing.
A lobe width is about half this value, and its cross section
at the array a distance R from the target is AR/27T. Unless
the central portion of such a lobe encompasses the entire ar-
ray the second condition above is not satisfied. Hence, a mini-
mum condition for satisfactory beamforming is

(6)

AR AR
—>LorT<— )]
2T 2L

To satisfy the first condition the radar cross section of the
adaptive beamformer must exceed the combined cross sections
of all the scatterers in the illuminated patch so as to dominate
the phasefront. The clutter cross section ge = A0y, where
Ac = RARAS is the area of the patch illuminated by the trans-
mitter, Af is the nominal beamwidth, AR is the pulse length,
and R is the distance from the transmitter. gq is the normalized
backscatter coefficient of the terrain. The radar cross section
of the target 07 = A7G, where A r is the projected target area
flluminated by the transmitter, and G is the gain or directivity
of the target reradint:ion in the direction of the receiver. The
peak gain of a flat plate reflector is dmrd /A% and its maxi-
mum radar cross section is 0y = 4mdp2/A2 which equals
41|'T‘/Rz for 2 square reflector of side T. Since the effective
area of 2 corner refléctor is that of the inscribed equilateral
hexagon, its area is T? /2\/5 and its radar cross section is ap-
proximately T*/A?. Radar cross sections of other standard
shapes are well documented [10].

By using the condition or & 2.5 0gc derived earlier, and
expressing 0 and gc in terms of radar and target parameters,
the lower bound on target size is easily calculated for any
shape. For example, by using the last expression above for
target cross section the inequality T4/>\2 < 2.5 0gRARAD ex-
presses a2 lower bound upon corner reflector target size, Com-

»
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' TABLE |
MAXIMUM AND MINIMUM SIZES OF CORNER REFLECTORS
FOR USE AS SOURCES FOR X:BAND AND L-BAND

ILLUSTRATIONS
Band A(m) gp AR (M) A0 (13d) ML  Temin (M) Tmax (M)
X 0.03 10-2 L] 1/20 172000 Q.25 5
L 0.3 10-3 20 1/20 1/2000 061 5
log 7| reg [

| v ert wont

Fig. $. Range dependencies on size of passive reflector T and beacon
power Pg.

bining it with (7) yields

AR
(2.5A20oRARAG)/? <T<Z' (8)

Table 1 illustrates two cases of radars with beamwidths of
1/20 rad or approximately 3°, One has a 3 ¢cm wavelength and
a 5 m range resolution. The other has a 30 cm wavelength and
a 20 m range resolution. In each case the design problem is to
make the azimuthal resolution 100 times finer through the use
of a large, distributed, receiving phased array. The adaptive
beamformer is at a distance of 10 km in both cases. Values of
0o = 1072 and 1073 are assumed for the two wavelengths. -
The right side of the table shows the maximum and minimum
sizes of corner reflectors that satisfy the requirements de-
scribed above.

Fig. 5 expresses the bounds as a function of range R. It is
evident that at short ranges the minimum allowed size ex-
ceeds the maximum allowed size, which means that adaptive
beamforming cannot be accomplished with a passive reflector
at distances less than some minimum rangs. The minimum
range is found by equating the bounds:

Riin = (40L*\ 204 ARAG)V3, (9)

Active Beacon

The second phase synchronizing source is an active bea-
con triggered by the radar transmitter radiating a pulse se-
quence of power Pg at a distance R from the array. Isotropic
radiation is assumed. The beacon power density at the array is’
Pg/4mRY. The clutter power density at the array is PrGroe/
(41?}22)2 where Py is the radar transmitter power and Gris
the antenna gain [11]. The clutter cross section g was given
in the subsection above. Combining these terms and requiring
that the beacon signal exceed the clutter echo by a factor of
2.5 or more results in the following condition on the beacon
power:

PrGrogARAG
PB>.L__T__O___._. (10)
1.65R

E-13



1090

Whereas the required size of the passive target grows with
range (see (8)), the minimum required beacon power is in.
versely proportional to distance. This surprising result is due
to the fact that the beacon power density at the receiver suf-
fers an inverse square propagation loss while the clutter power
decreases with the cube of range. Pg cannot decrease inde-
finitely with range because the beacon signal always must ex-
ceed receiver noise. Based on the assumption that receiver
noise is independent from antenna-element channel to chan-
nel the received signal must exceed the noise by the same
factor of 2.5 as it must exceed the clutter, The riceived bea-
con signal power is PBAR/MR:, where Ag is the effective
area of the cntire receiving array. Peceiver noise power is
kT2F where X is Boltzmann's constant, 7T is receiver tempera-
turs. B is recziver bandwidth, and Fis the system noise figure.
Combining these expressions leads to the second requirement
upon beacon power:

10=R3xTBF
> .
AR
These equations also are plotted in Fig. $. If the beacon is
self-triggered (radar transmitter tumed off) the weak Jemand
upon beacon power given by (1Q) vanisies,
Due 0 the different range dependencies of the passive tar-

get and the active beacon, the following general observations
may be made:

Fp ()

e A TOO, which is required for synchronizing a mobile
radio camera, is most likely to be found at a short dis-
tance ‘rom the radar. *

e A fixed installation can use an implanted source, The
choice of active beacon triggered by the radar transmit.
ter versus passive reflector will be influenced by the
distance from source to radar (short range favors a pas-
sive source and long range favors the beacon).

Ciutter asa Synchronizing Source

Earlier it was shown that the beam pattern, following seif-
cohering. approximates the source function that produces the
incident radiation field. If the echoes are primarily from clut-
ter the pattesn will approximate the angular clutter distribu-
tion weighted by the pattern of the illuminating beam. Its
width, therefore, will be the same as that of the transmitter,
end no resolution improvement will result, When the 1adar sy's-
tem is airborne, however, echoes from scatterers within the
gound patch may be distinguished from each other by their
Doppler shifts: hence, narrow-band filtering of the receijved
clutter echoes can extract the reflections from scatterers
within a su2patch of the desired width. The output of sucn a
filter can be used as a phase-synchronizing reference (5].

Fig. € shuws an airborne radar moving with speed V illumi-
nat;ing a clutter patch with beamwidth A8 at distance R and at
angle 8 from the ground track. The receiving antzy of length [
is 3ssumed to be distributed on the airframe. The width of the
cluster patca RA6 = RN/a, g € L is the aperture of the radar
transmitter, whereas the proper width cannot exceed AR/2L,
as derived in (7). Assuming that the aircraft aititude is much
smaller than the range, the Doppler shift of an echo {rom a
scatterer at angle J is

fa ™21 cos B/, an

Bt TN,

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. AP-30, NO. 6, NOVEMBER 1982

Fig. 6. The clutter patch is too wide to e a synchronizing source.
Narrow-band fiiering in the recciver reduces cffective patch width
10 AR/2L.

To confine the respanse of the filter to echoes from the de-
sired subpatch its bandwidth

v A
W — |cos 6-—-—)-cos
N 4L

I'Y4 A
= — gin — sinf =— sin b,
A 4L L

Fig. 7 shows how the reference signal would be used.! One

)l s

(13)
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element is chosen as the reference element. A narrow-band | .

filter (NBF) of bandwidth I’ centered at the mean Doppler -

shift delivers the reference signal to a bank of phase detectors,

each associated with one antenna element The clutter echoes

received at each antenna element pass through a voltage-con- ...
trolled phase shifter to the summer of the phased array, The !,
signal also passes to the other input of the phase detector. -

The beat product is smoothed in a low pass filter and ap-
plied as the control voltage to the phase shifter. The circu!t .
is a phaselock loop which drives the two inputs to the phase
detector into a quadrature relationship. The loop responds to
those components of the element signal which correlate with
the narrow-band reference signal.

Fig. 8 shows the clutter spectrum at an arbitrary element
and after passage through the NBF. The clutter signal may be

represented by the sum of M sinusoidal echoes of amplitudes - °

a;, Doppler shifts f4 + f; where fy = 2V cos 8/A is the mean

shift, and phases ¢, The a;, f; and ¢, are independent random
variables. In addition, there is a phase shift & due to the po- __

sition of the element in the distorted array; ¢ is the quantity |

to be corrected by the adaptive process. Calling the clutter.

signal c(1), its equation is
M

(1) = Z a;cos [(wo + wy - w) + 9, + &)
where w = 2nf. The reference waveisthesum of A < M echoes

{from the central portion of the ground patch, Its waveform is
X

r(t)= E aj cos [(wo + wy + w +¢). (15).

1 A receiver chain containing the usual cizcuits such as amplifiers, -

.\
(14, -

-

J

mixer, and local oscillator is implicit in each channel. Coherent duec-.

tlon also is implicit. The NBF is assumed to be preceded by 3 range
gite so that the NBF responds only to scatterers in the range interval

[R,R + AR).Simiarly, a tange gate 15 assumed at the signal-input port -
of the phase detector. The analysis which follows also pertains 10 wide.- -

band delay-line filters having narrow passbands at intervals of the pulse
trepetition frequency and to optical correlators [11).

-
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Fig. 8. (a) Input clutter specrum. (b) After marrow-band fiter in

reference channel,

The mixer cutput is the product e(r) = c(r)r(r), only the low
frequency terms of which pass through the low pass filter, Its
output voltage is

1 M>K
wt) -; Ez amy cos [(w; = wyt + o~ ¢+ P
{

MD>K

EZ“F/

1 & 4.1
=—cos O Za, + -
2 1 T

(16)

The dc output is v(r) = Ka? (cos ®)/2 where a? is the mean
squars echo strength of the scatterers. Thus, the d¢ control
voltage for the phase shifter is proportional to cos b. Since the
loop drives this voltage to zero, the portion of the phase-
shifted element signal within the passband of the NBF is
brought into phase quadrature with the reference signal in-
dependent af the array distortion-induced phase error . This
Procedure is performed in all array-element channels, resulting
in the cophasing of their signals, The raference signal channel
May be added provided that it is shifted in phase by m/2. The
$um i3 the array output. Adding the NBF (shown dashed) in
fhf PLL improves both its acquisition and tracking chara-ter-
13UCs by reducing the phase noise in the loop. The steady
Stite phase-error variance in the loop is proportional to the
vimance of (16) which is the power in the second term. That
term consists of A(M ~ 1) sinusoids of average amplitude

*cos [(U‘ - Ul)f + - TR °/ + ¢]
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1/2a@; = 1/2a; 3; = 1/23%, assuming that the scatterers are sta-
tistically independent and have common statistics. Since the
Doppler shifts and scatterer phases are indspendent from scat-
terer to scatterer the average power in the second term is the
sum of the component powers, each of which contributes
1/2(1/23%)* = a'/8. Hence, the variance of (16) is 0,° =
KM - 1)3%/8.

By adding the dashed NBF's in the element channels the
number of scatterers ir. the clutter signal (13) drops from .\
to K, which reduces the variance to 0.,‘.\'52 = KK - 1)3*,/8.
The reduction in phase-noise power is the factor (M - 1)/
(X = 1) > M/K since the number of scatterers is large. This
ratio is 2LA8/\, which is approximately the ratio of the clut-
ter bandwidth to the filter bandwidth because random ground
and sea clutter typically exhibit uniform angular distributions
and tne transformation (12) from angle to frequency shift is,
for small angles, nearly constant. This phase-noise power re-
duction factor is exactly the angular resolution improvement
ratio, which can be very large. For example, consider an S-band
radar (A = 10 ¢m) with a 3° beamwidth (A9 = 1/20 rad)
aboard a 30 m aircraft. The resolution improvement factor is
30, which means that the reduction in the phase-noise power
in the PLL can be as large as 15 dB when the NBF is added in
the loop.

In addition to the proper filter bandwidth (13) the frz-
quency selectivity of the filter must ensur. that the clutter
power of the echoes passing through the central region of the
filter exceeds the remainder by at ieast a factor of 2.5, 0r <
dB. Let the clutter power density spectrum be represented by
C(f) and the futer transfer function by H(/), where the orizin
of the frequency variable [ is taken at the mean Doppler shift
fa- Based on (12) and the assumption 3t e of a uniform
angular distribution of scatterers, C(/) is proportional to the
probabdity density function of the frequency variable in (]2)
and the weighting due to the antenna pattern. The former can
be shown to be proportional to {(2V/A)* ~ 2}~ 1/2 The lat.
ter is the two-way antenna pattern transformed from the angle
variable 8 to the frequency variable f using (12). The requured
condition on H(/) is given by

w/2
[ cmuni o
Q

- > (n
ﬁ, CNVHNI af
7

SUMMARY

A distorted phased array can be made to operate as a Jd:i:-
fraction-limited aperture if 2 compensating phase shift is added
in each antenna element channel. When the Jistortion 15 not
known a priori the phase correction must be based upon
phasefront measurements of the radistion from a source ex-
teznal to the array. The ideal phase syachronizing sourcs is 3
point source radiating in {ree space. The phasefronts of realistiz
sources are perturbed, however. This paper Jdiscusses thres
types of practical sources and calculates the <nnditions under
which their radiation fields are acceptable for adaptive beam-
forming.

The most Umportant source 1s 2 passive reflector such 1s a
corner reflector or a large target of opportunity. [t 15 shown
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that bounds exist on the minimum and maximum sizes of
such reflectors and that there is some minimum distance be-
low which the conditions cannot be met. The bounds on size
T when the synchronizing source is a corner reflector and the
minimum range R, o ate

23X 0oRARAG)4 <7'<-)uli (8)
- [ aL
Rmin = (SOLA~2050R86)1/3. (9)

An active beacon is an excellent adaptive beamforming
source. The :required beacon power decreases with range ac-
cording to the relation

pg > LTCOT0cARAE (10)

1.6=R
unti such a range is reached at which receiver noise competes
with the beacon signal. Beyond that range the beacon power
must increase with distance according to
107R*kTBF
> .
AR

It is also possible to use clutter echoes to phase synchro-
nize 1 distorted array provided that the radiation from scat-
terers located at different angular positions in the ground
patch can be distinguished in the receiver, This condition can
be met if the radar is on a moving platform, for then the scat-
terer echoes are Doppler shifted in proportion to cos §. Nar-
row-band [ilters in each antenna element channel respond only
to echoes from scatterers in a narrow angular or cross-range
swath no larger than T,,,, given above. The procedure permits
the extraction from the clutter echoes of a reference signal to
phase synchronize the array, thereby permitting the technique
to be applied to an airborne distributed antenna array aboard

2 nonrigid aircraft. The first condition on the filter band width
is

’g (n

V sin 8
v

(13)

T T TR TN L, TN ST

and on the frequency selectivity of its transfer function l{(f)
it is

Wi2
[ cnani ars 2 /
0 W/

C()in (17) is the clutter power density spectrum,
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EFFECT OF MULTIPATH AND SCATTERING N
ON ARRAY GAIN OF A LARGE ADAP-
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ABSTRACT

An adaptive antenna array system large enough to obtain angular. resolving nower

comparable to common optical systems is called a radio camera. Following an adaptive
beanforming procedurz the beam is open-loop scanned to ger the desired ima,es. uiti-
path and scattering of the energy reradiated from the target induce phasefront dis-
torzions. A theory has been dev. loped showing that the loss in array gain due to the
scattered field can be described by a simple relationship involving only two quan-
tities: the strength S of the scattered field relative to the direct field and a
spatial correlation functien p(6) associated with the scattering process. The
argument 6 is the scanning angle. The array gain is G(9)= G(0)S{1-p(A)].

A series of experiments has been conducted to test the assumptions underlying
the deveicvpment of the theory, which appears to vindicate them. The theory and ex-
periments are described. The theory is then used to determine the degradation in
radio camera scanning performance for several important cases of interference caused

by reflections.

*This work was principally supported by the Office of Naval Research, the Air Force
Office of Scientific Research and the Army Research Office.

Submitted for publication to the IEEE Transactions on Antenuas and Propagation.
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EFFECT OF MULTIPATH AND SCATTERING

ON ARRAY GAIN OF A LARGE ADAP- ! ]

TIVE BEAMFORMING PHASED ARRAY* . o

Bernard D. Sceinbefg & Eli Yadin ' 0,

ot

1. INTRODUCTION ‘ o -

An earlier paper described a procedure for self-cohering a distorted or time --

..
]

varying phased array so as to obtain diffraction-limited imaging from it [1]. Beamij,

forming was accomplished by measuring the radiation field at each point in the

array due to a point source or reflector. Conjugate phases were added at each B

antenna element to form a focused, retrodirective beam, which was scanned in angle —

o

- and range for imaging. The beamwidth (in radians) was approximately the reciprocal

SRy

of the size of the array in units of wavelength and the sidelobe properties were

those of the random array. A high angular resolution imaging system incorporation

LERT

this procedure is called a radio camera.

Hhilg beamforming requires no knowledge of antenna element positions, scanning (=

does require such knowledge. The self;cohering beamforming process eases the

tolerance on element position errors [2], [3], [4]. A nominal rms surface tolerancé?
of A/4m, which normally reduces array gain by 1 dB, can be increased by the ‘.v .
reciprocal of the angle (in radians) through which the system is scanned. Given 23

a field of view as large as the moort, the element position error tolerance can -
be increased by two orders of magnitude. .

This paper addresses the effects on array gain of a radio camera when .
propagation conditions differ from free-space propagation. Multipath and.scattering:
distort the radiation field at the array, the measurements of which are uéed to »

retrodirectively focus a beam on the source. It is shown that two relatively ;}

—

simple descriptors of the scattering process describe the loss in array gain.

These are the ratio of the scattered-to-direct field intensities and a correlation :f

-

function of phase errors induced in the measurements of the radiation field due to o
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the scattering. Experimental evidence lends support to the theory.

Two types of scattering and threce cases for each type are analyzed: The fixed
point reflector and the specular reflector located close tc the target area, roughly
wmid-path between target and array, and witliin the array.

2. ADAPTIVE BEAMFORMING

No loss of average array gain is incurred at the beamforming angle, when adaptive
beanforming is employed, even in the presence of phase errors in the beamforming
signals. Loss develops when scanning the radio camera away from 90, the direction
of beamforming. Although different methods of adaptive beamforming exhibit detailed
differences, the following discuassion illustrates the general distinction between
the closed-loop (adaptive) beamforming and the open-loop (nonadaptive) scanning
functions.

Figure 1 illugtrates how phase errors degrade array gain during scanning. The
symbol § 1is used to distinguish between the measured phage with error and the
proper phase ¢. Let x represent position in the array and let the x-axis be
approximately pexpendicular to the target direction. Let © represent target angular
position and let the 8-axis be an arc of constant distance from the array. Next
let the measurad phase at point x due to a target or source at angle O in the field
be ¥(x,8) = ¢(x,0) + 6¢(x,8). The first term is the 'geometric" phase (modulo/2m)
equal to 27m/) times the distance between point x and the target. The second term
is an error due to noise, multipath, element position error, and other sources
of phase error. The amplitude of the received signal 1is a(x,9).

Now assume a strong synchrounizing soucrce at 6 = 60 radiating energy to the array.
The retrodirective process focuses the array on the source. $(x.e°) (Figure la)

18 a column vector in a matrix ;(x.e). To form a beam at 8 = eo it is necessary

to phase rotate the received signal a(x,Bo) exp[ja(x.eo)] by the negative of
;(x.ﬁo) (Pigure 1b), and to sum the phase-rotated vectors. All signals from the
direction 6 = So become cophased and zay be added. This is what the phase shifters

in a phased array do.
E-19
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N AR 8(7(.9,) ? gx,8)-B{X,0)
“ ! : P
\ | , 1 .
[ ! ) t ]
X X ! ¢
(a) $(X,8) MATRIX. (X,8) (b) PHASE MATRIX AFTER BEAM-
IS THE PHASE OF THE SYN- FORMATION AT 8 = 6 .

CHRONIZING SIGMAL RECEIVED
AT POINT X IN THE ARRAY -
FRC1{ A SOURCE AT 60.

FIGURE 1. SEAMFORMING PROCEDURE

In adaptive beamforming, closed-loop self-phasing procedures do the phase
rotation. Signals arriving from any other direction 6 are similarly phase ghifted
by ¢(x.8°). The general entry in Figure 1b becomes &(x,S) - @(x,Bo). Designating

discrete element locations as X the complex sum

N

£(6) = ¢ ¢
(8) iglﬂ(xive)expjﬂxi.ﬁ) - 4(x,,6.)] 1

is the complex gain of the array in the direction 6. Of course at 6 = 8 the phase-*
[+

rotated signals are all cophased and (1) becomes

N N

!

£(8,) '121 a(x,,8 )exps(0(x,9 ) -~ ¢(x,8)] = [ax,.0) (2)
i ~
. In the absense of phase errors the radiation pattern (1) would have been
i N
3 £ = ] alx;,0)exp3{00x,.0) - $(x;.0)] (3)
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and its peak value
£ (5 =)
E| - -
0 (3 Z a(xi.eo) f(eo) %)
is the same as in (2), showing that loss doea not develop at the beamforming angle

even in the presence of phase errors in the beamforming sigrals.

The effects upon scanning are different, however. The objective of the scanning

operatidn is to make some other colummn vector in the matrix, say ¢(x.61), equal
to zero. Signals arriving from 6 = 91 should, after processing become cophased,
and their vector sum should add te the sum of the amplitudes, as in (2). Errors

in phase measurement, however, reduce the vector sum, implying a loss in main-

lobe gain.

This loss in gain is the dominant affect of phase measurement errors provided
that (a) the errors in phase measuremernt are random apd independent and (b) the
element placements are random. Beamwidth, beam shape and pointing error effects
then become nil. The sidelobe properties are already those of a random process;
further random phase perturbations change the details of the gide radiation pattern
but not its statisctics. Tence thc effect of phase measirement errors is to reduce

the contrast in the scanned image (main lobe tn average sidelobe ratio) but not the

resolution (proportional to beamwidth).

Equation (1) illustrates adaptive beamforming: the second term in the argument
of the exponential zeros the phases at 6 = 60. Scanning the beam to 91 afcer

adaptive focus at 60 requires a further phase correction. ¢(x,6°) must be sub-
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tracted from the phase of the signal. This is an open-loop process. The signal

processor can only estimate the required phase correction from the geometry: - |

¢(x,91) - ¢(x.60). The difference between the desired phase shift and the actual
open-loop phase shift is the residual phase error introduced by the scanning processfé

(dropping the subscript on beam direction 0):

ﬂ
$(x0) - $(x,0) - [o(x,6) - 0(x,8.)] = §0(x,8) ~ §4(x,0 ) ¥ 0 ()
The mean residual phase error acvoss the array may be assumed to be zero. The -
residual phase-error varisnce is the mean square error. i
2 2
°¢ . E[GO(xte) - 6¢(X,6°)]
- E(60(8)1% - 2E(60(8)60(8 )] + EL68(5 )12 (6)

¥

1

It was shown in [4] that phase errors in the signals received across a receiv:. g

array decrease the expected value of the main-beam power gain G, under fairly general

conditions, according to ‘Q?

E[C] = G, exp(-0§) )

where Go is the gain in the absence of errors. Given K independent sources of pha;f;

error their variances add to form the total phase-error variance. The expected chaﬂgé

in gain in decibels 1s
kK2

10 log E[(G/G_] = -4.3 Z 9198 (®)

The loss in gain, in decibels, called AG, is the negative of (18).

3. PHASEFRONT DISTORTION DUE TO MULTIPATH AND SCATTERING

One source of phase error is multipath and scattering. Energy from the targe;'
may be scattered by reflectors locuated outside the direct path to the array and
some of the scattered energy wmay arrive at the array. The phase of the sum of
the direct and scattered energy across the array differs from the signal phases

which would exist wihout scattéring. Because the signal processor of the adaptive
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array has no a priori means for calculating the phase changes due to the scatteriag,
such phase alterations constitute phase errors which ircrease the phase error

variance o;. From (6), the contribution to o; due to multipath and scattering is

2 .
op = E[60(x,8) - 60(x,0))" = E[60(x,8)17 - 26(80(x,0)80(x,8,)] + EL68(x,8 )12

= 22{80(01% (1 - p(x,08)] = 203(1 - p(88))] | 9)

wher: cg is the initial phase-error variance across the array due to the scattered

energy, and p(A8) is che autocorrelation function of the phase error as a function

of the beamsteering displacement 46 = § - 60. The resf{dual phase-error variance is

doubled because the residual phase error is the difference between two phase errors,

and is reduced according to the correlation between them.

Four asgumptions are implicit in (9), the first cthree of which are weak
for acLitrary terrain. However, the excellent agreerent is the theory with
experimental data from the Valley Forge field site (shown later) lends con-
fidence to the theory. The first assumption is that the statistics of §¢(x,9)
at any position x in the array is independent of 8: thus

E[86(x,8))1% = [60(x,8.)]* & E[66(x)1%, all 1,3. (10)

The second is that the covariance of the phase error is independent of § and {is

dependent only in the spacing A8, This condition is the equilvalent of "stationarity"

in time se.ies analysis. The third assumption is that the phase-error statistics

are independent of x; therefore
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E(6¢(x,)]" = El6¢(xj)l = E[(80)°1, a1l ¢.1. | (11)
‘! 2 S .
Lastly, it is assumed that the phase error is unblased (zero mean) such that E{(&)“] -
is also the variance og.
o; is related to the power ratio S of the scattered signal receivea gt o
the array to the direct signal. Sg is the amplitude of the scattered "signal" ; . T
in Figure 2; y is a random phase variable uniformly distributed in [0,27}. The
variance of &4 is
Og-Ekmxl s:mo} f
1+S ‘cosy 2)
- 3 |
a
RECEIVED SIGN . N
.
S ; .
- R '
%o y SCATTERED SIGNAL o2
Ka
1
DESIRED SIGNAL -
FIGURE 2. PHASE MEASUREMENT ERROR DUE TO SCATTERING
-

Equation (12) 1s approximately equal to S/2 whe; S5 1s small, the error being
less than 7% for § < 0.25, Making this substitution in (7), and redefining
the angle 8 to represent the scan engle from the direction of phase synchroni-
zation, the loss in gaiﬁ due to scattering becomes !

AGg(dB) = 4.3 oé = 4.35[1 - p{8)] (13)

Equ#tion(l3) gives the loss ar a function of only two properties of the
scattering process, the scatter strength and the correlation between phase errors
induced by the scattering. Being an autocorrelation function, p(6) is unity when

8 = 0 and it should drop asymptotically to zero as 8 gets large. The 4B loss in gain

should be zero at the origin and should grow asymptotically toward 4.3 dB. S = 1/4

= -6 dB corresponds to AGS = -1 dB, Thus the inctensity of the scattered field, at the -

array, can be as large as 1/4 the direct field intensity without causing more than
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a 1 dB loss in image contrast.

Data taken at the Valley Forge ficld site tend to validate the theory. In
one experiment involving strong forward scattering from the ground midway between
the array and the beamforming source, it was possible to estimate the value of
S {7). 1In that experiment the amplitude of the wave received from a source in the
field was plotted as a fuaction of element number (monotoni; with distance) within
the array. This was done with th. 27 m rooftop array at a wavelength of 30 c¢m.

20 elements were used., The source-to-array distance was 240 m. The simple, un-
dulatory variation of amplitude shown in Figure 3 suggests a direct ray plus a single
scattered or multipath ray. The average peak-to~valley ratio, observed to be

24:1, equals (1 + Sk)/(l - Sk). From these data the forward scatter coefficient

Sk < 0.43 and the asymptotic loss should be less than 1 dB. Measurements of the
type shown in Figure 3 were made from two different sources in the field at two
different locations and the results were almost identical. PRased on these obser-
vations, it is assumed that § v 1/5 typifies the scatterin; strength for this

portion of the field site at the wavelength used.

TARGET 3 x
SIGNAL x x !
AMPLITUDE, X X, x x
(voLts) 2} x
|
X X
X ¥
g X x
X
O o I e e e e e e A SR e o S SR,
2 4 6 e Ic -] 4 Is B 20

ARRAY ELEMENT. NUMBER

’ FIGURE 3. SIGNAL AMPLITUDE vs. ELEMENT NUMBER. DATA FROM [36].
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A later experiment was conducted at the same site which completed the testing
of the theory. Phase was measured at each element of a l6-element L-band random
array when a source was moved through an angle of approximately 6° [8]. The source
wags at distance of 240 m and the 16 elements were distributed over the same 27 m
portion of the laboratory roof. Also, the same portion of the field site was used
for which the forward scattering coefficient estimated above was obtained. Four
such experiments were conducted. A typical result showing thé region in which the
gain dropped with scan angle is shown in the curve labeled "experimental” in Figure —
4, The direction of adaptive beamforming 13 at the left edge of the figure. The
abscissa 13 the scan angle in degrees measured at the array. The general Qecrease
in gain toward an asympcotic value of about 1 dB, as predicted by the theory, is
observed. The undulations in the experimental results can be shown to be due to
discrete forward-scattering from the terrain [6]. The dashed curve is calculated :;

from the theory. The agreement is excellent., Three additinnal experiments ylelded

similar regults.

The dashed curve was obtained in the following manner. The scattering process

at the field site was modeled as that of a single fixed point reflector.

The cortélation function p(f) was calculated for this case (see Section 55.

Using the expression for the correlation function derived im that section and
the theory represented by (13), the logs in array gain was calculated as a
function of angle. Parameters of that expression are the reflection or the
forward scattering coefficient of the terrain Sa and the coordinates of the
dominant reflecting portion of the terrain. A computer search was made for
the set of three coordinates (scattering strength and location) for which the
loss in gain with scan angle would most closely approximate the measured function ~

of Figure 4. -The computer search yielded best fit scattering strength of 0.42

which 1s in agreement with the measurements of Figure 3.
- E-26
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THEORETICAL
EXPERIMENTAL

RELATIVE GAIN (dB) .

L1 ]
! 2
' SCAN ANGLE (DEGREES)

[ L

FIGURE 4. MAINBEAM GAIN vs. SCAN ANGLE FOLLOWING SELF-
COHERING BEAMFORMING AT ZEROC DEGREES. EXPERI-
MENTAL DATA FROM [8]. THEORETICAL CURVE FROM [6].

4. MULTIPATH MODELS

Equation (13) gives the loss of gailn as a function of the autocorrelation
function of phase error in the array. In this section the autocorsrelation function
is calculated for two scattering models and for three scattering situatiomns for
each model.

Both models are single~-scatterer models. Realistically, many scatterers

contribute to the reradlation., The ecatiercd field in general is the linear, vector

superpoaition of the reflected eacrgv frup the aeveral scatterers, plus the

gecondary reflections among them. Fcwever, s single-scatterer model sometimes
guffices if one of the scatterers 1s rirger than the vector sum of the remainder.
This 1s because the phase of the fi{eld at any point is a nonlinear function of

the scattered components, even though the field itself i1s a linear sum:

-1 zaiainwi
9 = tan Ig, cosy
i i
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E;: In (14) ay is the amplitude of the ith scattered'component and wl'is

i‘ 21/\ times the distance to that scatterer. Because of the nonlinear operations '
gi ¢ can be dominated ‘by the phase of a single, large scatterer. This non-

linear phase-capture effect 1s assumed in the discussion which follows. The
i‘ amplitude of the dominant scatterer is Sk.
The models are sketched in Figure 5. The first model is a single, fixed-point .-

reflector. Such a scatterer would be a large rock or a prominent mound on the

i. scattering surface. It also may be a shed or a small building. The second model ;‘
g; is a specular surface in which the reflection pcint moves with target position

EE? and also with element position within the array. The three cases for each model

Eﬁ are: é;
?; 1) Scatterer close to or within the target area. Multiple scattering from a

E(i ‘¢omplex target in which energy reflected from one part of the target 1is reflected 'i
ii : from another surface nearby the first surface before returning to the array. ;i
E 2) Mi&path scattering: is forwéfd-scatfef surface reflections from horizontal

- or near-horizontal surfaces, typified by low angle forward surface scattering in :;

~eh

.l ground-to-ground radar as well as forward scattering from the sea si~face in air-to
X air radar.
N

3) Scatterers that are local to the array: within the radome structure, or

Wiy
e by floors, walls and ceilings upon which anterna modules are located.
A

. ol ™ . R L &

5. TYE FIXED POINT REFLECTOR MODEL

LA

T A,
B DA :
" LI

The geometry is sketched in Figure 6. Beamforming source To and target T
subtend an angle B at the array. Let the direct ray from T to array éoint E have
unit amplitude, and lict the amplitude of the reflected ray be S&. The phase of

the sum of the direct and the reflected energies differ from the phase of the

direct ray by

L 3
o - et [ ST F ) | %
1 N - — — ;
}f : 1+s cos[%F(TP + EP -~ IE)]f (15) :

"-' E-28 - ]
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where TP is the length of the line segment connecting points T and P .

the phase error that affects the scanning performance is the difference between

. [ (13) and the phase error 8¢, in the direction of adaptive beauforming. The latter ‘
2 N . has the same form as (16) with T  replacing T in that equation. T and T_ are assumed

? {; to be at common altitudes. Their coordinates are related by x' = x; - y; 8,

. a y' - y; + x;e, z' = z;. The correlation function p(8) in (13) is given by |
. .frj

- . 58 = E[f}d%] - E[ 4, JE[ & ]

j o “elesl) - (ElepD? "EC66.)2 - (S0 1) (16)

T s

; i where E means expected value.

|

TARGET OR
SOPRCE SPECULAR
: REFLECTING REGION

~.~_\__‘_\‘\ ON GROUND
=

7 _—

R\ NP VLIYT UL
> e Ty
A

e

»

< FIXED POINT

S REFLECTOR

o FIGURE 5. TWO FORWARD-SCATTERING MODELS
i L}j *

3
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L1

p(8)was computer simulated using (16). Expected values were estimated by averaging .
over the actual locations of the 16 elements in the array described in Section 3.
The known locations of target, beamformer and array elements were used in evaluating *f
6¢° and 6¢1, using thes formulation given by (15). The scatter coordinates (strength,

position) used in (3s5) were found from a computer search for the best fit between

the predicted losses and the measured losses. Ome such result was shown in Figure 5. °
The model accurately predicted the lengths of the correlation intervals and the

- general character of the loss vs. scan angle in each of the four experiments. o

Table 1 shows the best-fit scatter coordinates as wéll'as thé fms difference
(od) in dB between measured and predicted losses. The reflection point 18 located

approximately midway between array and target area.

Experiment 1 2 3 4
% 0.3 | 0.36 | 0.42 | 0.4 s
x''(ft) 328.5 [337.5 |301.5 |381 o
y'' (ft) -47.5 |-69.5 | -45.5 |-63
0 ,(dB) ' 0.130| 0.065| 0.060| 0.075
TABLE 1. BEST-FIT SCATTER COORDINATES AND RMS LOSS DIFFERENCES (dB) -
Z . -
T(x',y',z' -
® TARGET
] 1 '
To(x;, Yor zo)
PHASE SYNCHRONIZING SOURCE S
y -
REFLECTOR ‘
P(x”,y”,O) -~

FIGURE 6. FIXED POINT REFLECTOR (FPR) SCATTERING MODEL
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The reflector strength ls reasonably consistent from experiment to experiment and
is close to the approximate value (0.43) inferred from amplitude measurements across
the array reported earlier. Thus it is evident that the scattering process at this

field site can be moleled by a FPR for beam scanning experiments following adaptive

SIS R NI s A" T TA S LY

!! beanforming.
A closed form approximhtion for p(9) which closely matches the accurate
E expression given in (16) is developed in Appendix A.
i - 6. THE SPECULAR REFLECTOR

The geometry for this case is shown in Figure 7. The phase error is given by

L
0n..

( Sksin(%é zz'/ff)

:4 60. - tm’l [ 4an :
- Kl + S°’cos (jr-zz'/?ﬁ)) 17
5 a A closed form approximation for the correlation function p(8) is derived inm [6].

. T(x‘,y'.z')
TARGET

E(o,y,2) 'r;(x;.y;,z;)

PHASE SYNCHRONIZING SOURCE

ARRAY

]

]

! REFLECTION POINT
] / y
]

]

RIS TEETLLTUSLER T ) S el

¥ DMAGE POINT
(OIYIZ)

FIGURE 7. SPECULAR REFLECTOR (SR) SCATTERING MODEL

p L AP
-

E-31

SN T
AN
e e e

,

PR Y - P U e U S U T R

LR

IR I.. l-

@
N -weoa

c.l o,
.. T

L L A I

19



e e

LI - - . - . P L. . e et e et .. .
- et e, . R e B L TR N S e N St e Tt e e, A e e e S
IR R TR N IS L N I AR Y, R I S S S SR TP TR ST S S0 IO SR SR I I S S et ST S St SRt

-15-

7. EXTENSIONS TO OTHER CASES

Since a single point reflector model, when applied to the gain-loss theory,
satisfactorily predicted :he'scanning loss for the field site, it is with some
confidence that the theory can be applied to three common and important cases. The
first is typified by ground or sea surface reflections. The scattering region
generally is somewhere between target and array, the exact location depending upon
their heights above the ground plane and, for the SR, the slope of the ground plane.
The second case involves a reflecting object near the target or a large target
structure having parts separated by more than a beamwidth. It can be above or
below the target and can have arbitrary orientation and locatica. The third case
involves reflectors in or near the array. A different reflector is a;sumed for each

antenna element; that is, each element is influenced only by its immediate physical

- T eyt AT AN R e T T R TR . % Te Te 7= Te e, P B, - « T a e T e a" & 8 A A I I R I S T R TR ¥
L R S i S T e e S S P LI S A P S P 2haPt T SRSt R T L T T I “

[ 9%

surroundings. This last case pertains to a large array having widely spaced elements :

in which the reflections may arise from the walls or floors or supports for the antennt®

modules. In each case the correlation function, which is the necessary ingredient
for the calculation of the gain-loss, can be developed [6]. They are listed in

Table 2.
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SCATTERING CORKELATION FUNCTION o (8) CORRELATION INTERV. - -. )
MODEL T
nx'BO ny'A8
Many SRs sta(F ) stn ) > NAB for z' > ;
near array T ——T '
== (-"Y-——x ) > ;TNAS for x' < 7°

Many FPRs
near array

Single specular
ground plane

same as above

same as abowve

1 ]
sin (&"_22_"‘. A—ee.)

R g'rr ! e2
2nz'z @ cos '.Asz )

. AR
W42tz

approximately —
anidpath g2 4o
Single FPR sin (28
approximately A8 os("—& 92) . < A8
nidpath ui:} A -
. A8 ’
H
- - A 8
PO Single vertical sin(r(1 + ﬁ A—e] 27 R < 88
. l specular plane R cos[T R aye) =
el in targec regior a1+ ) 15
2.
B w8
sin(—
. Single FPR (Ae cos 2n ( R2 62+(x'Ay-y'Ax)e] 2 08
| B in target 0 A "2AR AR
o region ae ' !
- 1
- TABLE 2. CORRELATION FUNCTION AND CORRELATION INTERVAL

FOR FIXED POINT AND SPECULAR REFLECTORS.

\It is evident from (13) that the loss in main-beam gain is small when the !
el correlation function is nearly unity (small scan angle) and is asymptotically large
when the correlation drops toward zero. The scan anrle interval in which the loss
grows from zero to nearly the maximum value (4.3S dB) may be called the correlation

{nterval. This quantity, Bc, and not the shape of p(8), 1s the pertinent charac-

teristic of the correlation function. It is given in Table 2 for the six cases studied.

_E-33
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The symbols used in Table 2 are the following: z is the elevation of the array. ¢

x', y' and z' are the target coordinates. N is the number of antenna elements. R 1s
the distance from array center to target. AR 1is the distance between the reference
target and the reflection point. Ax, Ay and Az are the components of AR in the x,y andj‘
2z directions, respectively. A0 = AR/Lx' is the beamwidth of the array in the di:ectioni

of the target. © is the scan angle following adaptive beamforming. A and B

are statistical parameters relating to the distribution of many reflectors near Epeﬁ
array. It is assumed that each element receives scattered energy only from a single
reflector and that that reflector is different for each element. The latter
assumption follows from the large size of the array and large spacing between
elements implicit in {1]. The distance between each element and its reflection
point 1is a random variable uniformly distributed between -A/2 to A/2 in the
x direction and between -B/2 and B/2 in the y directiom .
OBSERVATIONS
A useful scalefactor for the correlation interval 1s the beamwidth of the array.

A correlation interval of n beamwidths means that the radio camera can scan approxi-

mately n beamwidths to the left and n beamwidth to the right without significant

scattering losses.

The Zirst linc in the correlation interval column of Table 2 pertains to the
forward scanning sector of the array while the second line pertains to the end-fire
region. The former region is the one of dominant interest. In this region, the
correlation interval is more than N beamwidths. This means that scanning is essen-
tially lossless in an angular sector : NA® when the multipath sources are located
within or very close to the array. This 1s true for both scattering models.

The mid-path specular model is more complicated. The correlation interval is very
sensitive to array and target heights. The correlation interval naarly vanishes .

when the array and target both are airborme, while it can extend over the entire
forward 5can§ing sector for low angle scattering.

In the last three cases, decorrelation occurs within ome beamwidth of the array;
hence, the asymptotic loss 4.3S dB, may be presumed to pertain e;erywhere for these

cases.
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9. SUMMARY

A theory has been developed to predict the effect of phasefront distortion
due to multipath and scattering on the quality of the imaging process with the
radio camera. The measure used is the loss in array gain due to the scattered field,
as a function of scan angle from the direction of adaptive beamforming. The loss
can be described by a simple relationship involving only two quantities: the strength
S of the scattered field relative to the direct field and a spatial correlaction
function p(8) associated with the scattering process. The argument 6 1s‘the scanning-
angle away from the beamforming direction. The loss in array gain due to scattering
is given by

4G (dB) = 4.35 (1-p(9)) Gs)

A seriles of experiments conducted to test the assumptions underlying the development
of the theory appear to vindicate them.

The theory 1s applied to several important cases of interference caused by

reflections. Those cases relate to scatterers in the array region, somewhere between

the target and the array, and in the target region. For each case two reflector
models, a specular refle.tor and a fixed point reflector, were cousidered. Pre-
dicted degradations in beam quality for each case were calculated. These models
correspond to such scatterers as a horizontal smooth ground plane, a mound or other
prominent ground reflector, a building in the target region, or walls and antenna
suipport structures in the neighborhood of the array.

The most important parameter associated with the correlation function p(8) is
the correlation interval. The correlation interval is the angular scanning distance
from the direction of adaptive beamforming relatively free from scattering losses.

The correlation interval was studied for the geveral cases of reflection. It
was found that for reflections due to one fixed point reflector or due to a building
in the target region the correlation interval is less than a beamwidth. For those

cases the theory (13) requires only one parameter S in order to predict the effect

E-35



A AL A SR A T A A T I S S e e e I A el S S Sl e Sl Taa T e AN A Y A AT A AN D L AT P R R AL wvrv—.’ﬂj
o et 0 a EaAE A R DR e e e e S e T R T I P

-19-

- of the scattered fleld on the quality of the Imaging proces. When the reflectors
- are located in the immediate vicinity of the array and when each element is exposed
to a different reflector, then a minimum of about N (number of elements) beamwidths

ENY can be scanned without significant scattering loss, provided that the typical dis-
tance between element and its reflector is smaller than half the average distance
between two elements.

When th~ reflection 1is due to a specular earth or sea surface, the correlation
interval 1s very large provided that the grazing angle is small. 1In that case
the radio camera can perform nearly unlimited scanning without significant loss

due to scattering.

APPENDIX A
FIXED POINT REFLECTOR (FPR) SCATTERING MODEL
In this section, a3 closed form approximation for p(8) associated with .’
this case is developed. Accepting the assumptions inherent in the theory )
which leads to (13), t.e., E(8¢;) = E(8¢ ) and
. £(36 )% = E(60 )% = % = 5/2; p(6) reduces to "1
o et ga xa 1S ~
i ‘ p(8) = E[66,8¢ 1/5 (A1) i
e Referring to Figure 3, for § < 0.5 §,, 6¢_  can be expressed as :
{
= |
l.« <5¢l = Sl’ainwl, 5¢° - Slisin'po (A2 -
_iﬁi where wo’ wl are the respective phases of the scattered signal assoclated with the S
'Q:: beamforming look direction and with the direction 6. 5¢16¢° = Ssinwlsinwo -
-'..(": i
e %[cos(wl-wo) - cos(wl+¢o)]. Since wl,wo are arbitrary values in the interval [0,2m]
- : we can assume that E[cos(wl+w°] = O, Therefore, p(8) = E[cos(wl—wo)]. (A3) ;a
jig From the geometry of Figure 6, wl, wo and, therefore, wl - wo’ are given by »
. : "
';ff 2 e e o P p——
o ¥y = S-(TP+EP-TE), Yy _ = 5 (T _P+EP oF)
:?i 21— —_—
R ¥, - ¥, = JI(TP-T_P) -~ (TE-T E)] (ad) )
S E-36 .

] RIS . N SN e e U Te o T T .
. ST T e T . P .. . C
‘__.“A__. PR S W WP Sy il

.
-,ﬁ‘}
b

[

e e e . T S e e T e T e T
PRGN YRS T VDI Y TG S Y S




=20~

Let Ro be the distance between the center point of the array and the phase synchronizing

source TO, and let Rs be the distance from 'I‘o to the reflector P. Fvaluation of the

terus Iin (A4) and substitution into (A3) ylelds

p(o) = E{cos(k1+k2Y)} as)
2 Tr("'2*"’5‘:)( L )62
T - _— =
where k 1 - Ws( yo'x"-x'o vhye + 2\ R.s Ro
ano'
k2 - —)-ﬁo—e (A6)

and the expectation is with respect to element location y. Assuming that y is

uniformly distributed betweenkfb/z ana L/<Z, pLY) is given by
‘ 2 k,L/2
1 sin
p(B) = = cos(k,+k_y)8y = 310 _2 -
L J 1tV kzL/ZCOS (ky)

-

. 2

[sin(nx; L8/AR )] .6 Ry, \
7 cos | —— [(1 = =) (x'“4y'“)g LI ST )
"X "L8/AR \Rg 3, %ty 4+ 2(x"y' - yx)] (A7)

This closed form approximation was compared to the accurate expression for
p(8) given by (16) in several compu:cr simulations. Using various parameters the

two curves obtained in each case looked almost indistinguishable [6].
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(2]

(3)

(4}

(5]

(6]

(7]

(8]

of Electronics, Tel-Aviv University, 1978.
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than other samples? No justification for such windowing is clear. Perhaps
a similar upproach to that of the overlapped weighted periodogram
technique proposed. in (4. which treats all data samples more nearly
equal. should be considetad il weighting is to be used for least squares
estimates.

As a counterexample to the claim that weighting the data improves the
least squares estimate, consider the results of the least squares sinusoidal
fit, performed without weighting, as shown in [1. Table V). Sinusoids 1-3
in the table correspond to the three true sinusoids in the 64-point data
epoch. The amplitude, phase. and [requency estimates are closer to the
true values than those values estimated with the weighted technique
proposed above. The true initial phases were 126°, 162°. and 166°.
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Two-Dimensional Imaging with a Radio Camera

BERNARDD. STEINBERG. WILLIAM WHISTLER. axp
DONALD CARLSON

Abstract—In the radio camera, adaptive control techniques self-cohere
the antenna elements of a phased array, thereby permitting the system to
be distorted and even time varving. By doing so, enormous antenna arrays
can be constructed.

A two-dimensional (range-angle) radio camera imaging experiment is
reported. A 39-m, X-band (3-cm wavelength) array was formed on a cable
strung between two towers, each 10 m high. on a hilllop. A pulsed
microwave transmitter on the hilltao illuminated the vicinity of Phoenix-
ville, PA, some 7 km distant. As the receiver was moved along the cuble,
echoes were recorded at random positions. The time-shared receiving array
was highly distorted as well as time-varying, yet the radio camera process-
ing produced nearly diffraction-limited images of three city blocks at a
distance of 6.5 km in the town, and details of a power plant at a distance of
8.2 km.

The use of two different pilot signals or beamforming sources for the
self-synchronization process is demonstrated. One source is a corner
reflector located in the town; the other is a target of opportunity located in
the vicinity.

The radio camera technique, first described in {1]. permits an antenna
array to he arbitrarily large notwithstanding distortions in its surface
resulting from structural nonrigidity, or variations in the medium’s refrac-
tive index. Steinberg er al. (2] showed the first experimental results of
carly radio camera experimentation, and demonstrated a one-dimensional
(angle only) diffraction-limited capability of a radio camera under condi-
tions of severe aperture distortion. Algorithm and general procedures are
described in [3]. Steinberg and Yadin {4] demonstrated use of the algo-
rithm in airborne radar. This letter reports on the first two-dimensional
(range-angle) radio camera experiment.

The experiment employed a 19-m-iength antenna operating at 3-cm

Manuscript received June 20, 1983. This work was primarily supported by
The US. Army Research Office under Contract DAAC 29-81.K-0105, the
Of(ice of Naval Research under Contract N00014-79.C.0505. and the Air
Force office of Scientific Research under Grant AFOSR-82-0012.

The authors are with the Valley Forge Research Center, University of
Pennsylvamia, The Moore School of Electrical Engineering, Philadclphia, PA
19104

6% am 70
onCewxvILLT

Fig. 1. Schematic of radar-imaging experiment.

wavelength: The antenna consisted of a random array having 200 sample
points uniformly Jistributed over the length. Direction of view was 32°
from array normal. The theorctical diffraction-limited beamwidth of a
proper. rigid structure having these parameters is 38 = (O 88X ‘Lcos @ =
0.83 mrad.

Fig. 1 is a schematic of the expeniment. A J-¢m transmitter having a
60-ns pulse radiated 1000 pps in the direction of Phoenixville. A single
microwave receiver having a 1-f1 dish was mounted on a trolley which was
positioned along the cable by a clothesline and pulley arrapgement. The
experiment was bistatic and ume-shared. As the receiver was pulled along
the 39-m cable, a read command was given to it 200 times at prede-
termined but randomiy distributed locations of the receiver. Because the
clothesline was nonrigid, antenna positions along the cable at instants of
pulse transmission were uncertain to at least the order of a wavclength.
The dntenna elevation was also varied with receiver position along the
cable because of progressive cable deformation as the receiver was moved
along it. In addition, the receiving svstem. swaying with the breeze, was
uncertain in position in the direction of the target by several wavelengths.
With such uncertaintics in receiver position at times of pulse transmission,
the expected image in the absence of adaptive self-cohering of the system -
would be a noise field.

One target area was a few citv blocks in Phoenixville, a distance of 6.5
km (rom the Valley Forge Research Center of the University of Pennsyl-
vania. An optical telephoto image of the target area, taken {rom the array,
is shown in Fig. 2(a). The central portion shows houses and street patterns
in the region imaged by the svstem. The lower left- and right-hand
portions are obscured by trees. In the upper central region is a park in
which a 1.2-m corner reflector was placed: The park is about 0.5 km
beyond the target arca. Echoes from the comer reflector provided the
reference signal for phase synchronizing or sclf-calibrating the distorted
array.

Received signals were delivered to a processor which searched in range
for an echo sequence across the array that appeared to originate from a
point source. The processor inevitably found the comner reflector echo.
Echoes from the corner reflector range bin were co-phased by the aigo-
rithm (see [3]) and the beam that was formed was scanned to the target
arca. A one-dimensional angle scan was made at each range bin. The
sequence of angle scans formed the two-dimensional image shown in Fig.
2(b). The longitudinal dimension is range and transverse direction is
azimuth or cross range. This figurc is a 1-bit photograph of a color display
and therefore contains no gray level. Street lines and names were scribed
onto the image (white dotied lines on Fig. 2(a) identify mapped strects on
the telephoto).

Range resolution measurable in the data is 9 m, exactly as expected
from the 60-ns pulse transmission. Measured cross-range beamwidth is
0.85 mrad, corresponding to a cross-range dimension of 5.5 m at a target
distance of 6.5 km. Angular or cross-range beamwidth was measured
using a deflection-modulated, one-dimensional angle scan from some
arbitrary range in the image. Width of the narrowest response was taken
to be the system's cross-range beamwidth.
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(a)

(b

Fig. 2. Radar targets in Phoenixville, PA (houses. streets). (a) Optical tele-
photo from antenna site. (b) Radar image.

The large target on the right-hand side of Marshall Street in Fig. 2(b) is
believed to be a truck, because that target did not appear in subsequent
images.

Fig. 3 shows images of another target. a power plant some 82 km
distant from the array. Fig. 2(a) is an optical telephoto {from the antenna
site) of the radar-visible features of the plant (portion inside the delin-
eated area): Fig. 3(b) and (¢) are radar images of these fcatures. The 1.2-m
cormer reflector, located at the same place as for Fig. 2(b), was used for
Fig. 3(b): however, a radar target of opportunity was used for adaptive
beamforming for the image in Fig. 3(c). The target of opportunity was the
northernmost smokestack of the power plant. and is indicated by the
arrows on Fig. 3(a) and (c). Fig. 3(b) and (c) show the same targets and
are of essentially equal quality indicating that man-made structures may
be adequate for phase svnchronizing the array. Outlines of the power
plant’s major buildings, stacks. and structures, have been added manually
to the images to indicate the related positions of the plant’s radar-visible
features (i.e.. radar visible only above the masksing trees and ground
elevations near the plant, as observed from the antenna site).

Summary: Radio camera microwave images of portions of Phoenixville,
PA, are shown. They are obtained from a highly distorted and nonrigid

PROCEEDINCS OF THE IEEE, VOL. 71, NO. 11, NOVEMBER 1983

(b)

Fig. 3. Optical and radar images of portions of a power plant. The distance is
8.2 km. (a) Optical telephoto from the radio camera array. (b) Radar image.
Beamlormer was a 1.2-m corner reflector (same one and in same place as for
Fig. 2). (¢) Radar image. Beamformer was a target of opportunity. The
arrows here and in (a) indicate the image and photo of the smokestack target
used as a beamformer.

39-m-length phased array operating at 3-cm wavelength. The images are
diffraction-limited. notwithstanding the severe distortion. Electrical phase
compensation is made for the distortion based upon echoes from a cormner
reflector in one experiment, and from the comer reflector and an un-
known target of opportunity in the second one.
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Phase Synchronizing a
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Antenna Array
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A means is described for seif-erganizing a nearigid, distributed,
tramemii-receive antenna arvay for use i sirberne radar. The tech-
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I. INTRODUCTION

An airborne radar with a phased array the size of the
alicraft would have many desirable attributes [1]: (1) for
fixed transmitter power, the large aperture would pro-
vide unusually large detection range; (2) for a given
desired performance, the transmitter power could be
reduced dramatically; (3) the small horizontal beam-
width would offer a resolving power approaching
human vision, which is a few milliradians; (4) adaptive
interference cancellation circuits [2-4] operating from

the large aperture would suppress jamming very close to

the beam axis.

An aircraft-size array would consist ot‘ flush-
mounted antenna elements distributed throughout the
skin of the aircraft. Structural members, doors, win-
dows, etc., would preciude a regular distribution of ele-
ment locations. Furthermore, the nonrigidity of the air-
frame and skin would displace the elements from their
design positions when in flight. Thus the design prin-
ciples must be based upon the properties of the random

_array [5, 6] and self-cohering or adaptive beamforming -

techniques must be used to compensate for the time-
varying positions of the array elements [7-9]. Such a
system is called a ‘‘radio camera.”

Adaptive beamforming is a retrodirective process in
which a beam is focused upon a synchronizing source
external to the array (10, 11]. The synchronizing source
for an airborne radio camera must be another aircraft, a
surface target, or clutter [12]. °

An airborne radio camera can use a conventionally
designed transmitter and a distributed receiving array.
Alternatively, transmission as well as reception can take
place through the self-cohered array. The latter is a
much more formidable problem. Means for accom-
plishing it is the subject of this paper.

The main reason for accepting the increased com-
plexity of the transmit-receive system is because of the
poor sidelobe properties of the one-way pattern. The
sidelobes of the random array are high because of the
random locations of the elements: the average sidelobe
level is V' (N = number of elements) {5] and the peak
sidelobe level is 10 dB higher or more [6]. By transmit-
ting through the same array the side radiation pattern is
squared, average sidelobe power level {ASL) drops to
N, and PSL = 100 N,

Symbols and abbreviations used in this paper are

ASL  average sidelobe power level
BPF  bandpass filter
N number of elements
PCC  phase conjugating circuit
PLL  phaselock loop
PSL  peak sidelobe power level
- VCO  voltage controlled oscillator
VCPS voltage controlled phase shifter.
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. Fig. 1. Adapdve beamforming transmit-receive array without auriliary transmitter.
II. INITIALIZATION OF THE ARRAY lower frequency for initial synchronization oan a target
reflection, for then the lobes of the reradiation patiern
Synchronization or self-cohering of a random, are widened by the frequency ratio, thereby easing a
- distorted receiving array has been amply demonstrated  size-limitation tolerance on the synchronizing source
!.__ (9. 27). An external reference field is required, as in [8). Instead of a passive source the auxiliary radar could
R holography. Measurements of the field disclose the actuate an active beacon whick would radiate 10 the ar-
;-:' phase corrections ‘o be made at each antenna element. ray at the design frequency 1o self-cohere the array. This
" The armay is then scammed as a phased amay. When avoids the angular offset or **squint.”’
:f:; ] transmitting through the same array, however, a logical (3) A rigid subarray of the full system can be used
difficulty is encountered. The external reference field for coherent transmission of a broad beam to establiish
' needed (0 cohere the array must first be set up by the the reference field. .

transmitter before the array can be used for transmis-
sion.

W : A variety of techniques can be used to break this
conundrum. )

Tl

e 8 W B

AR DRSO

e

(1) The first is to overdesign the transmitter by the
necessary margin of N, the number of antenna
elements, which is the relative gain of the synchronized
array to the nonsynchronized array. This is a costly
choice.

(2) Use a separate high gain illuminator for initial
synchronization and transfer power to the array after-
wards. This is a sound approach when an auxiliary
transmitter is available.

The auxiliary radar transmitter could be a nearby
radar operating in the same frequency band but not at
'® the same frequency. Target reflections at that frequency
P can successfully phase synchronize the receiving system.
: Phase conjugation of the received waveforms results in
a receiving beam focused at the source [7-9]. However,
since the transmission of the phase-conjugated waves
from the antenna elements is at a slightly different fre-
quency, the transmitting beam is offset somewhat, an
effect which must be pievented by special phase con-
- jugation circuits of the the type described by Chernoff
o in (13]. An imponant advantage is obtained in using a

(4) The entire array can be driven noncoherently
prior tc self-phasing, in which case the average power
density is N' times the full power density of the system

after the array is synchronized. Although this loss is.

large, it can be compensated through use of a beacon or
by initializing on the reflected signal from a nearby
target. The squint problem is avoided since synchroniza-
tion is at the system frequency. The method is effective
when synchronizing upon target reflections because of
the R™* dependence of received signal power on target
distance. To overcome a 30 dB initializing disadvantage
(N = 1000) the reference reflection must be located no
further than 18 percent of the maximum distance at
which it could be placed if the transmitters were
cohered. This distance reduces to 10 percent when N =
10*. This technique, approprnate for an airborne system
using ground or sea clutter for the reference target {12,
28], is illustrated in Fig. 1. Two modules of the array are
shown. Each consists of an antenna element, circulator
(or other diplexer), receiver, phase-stable reference
oscillation common 1o the entire array, transmitter
phase shifter, mixer, local oscillator cohered in frequen-
Cy to the reference wave, and pulsed power amplificr.
To initialize the system each module radiates an RF
pulse having common system frequency w, and random
phase. The instantaneous transmission phase of the

610 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONICSYSTEMS  VOL. AES-18,NO. 3 SEPTEMBER 1962
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Fig. 2. Phase comjugation schemat:.

wave from the ith module may be designated w,t + §,.
This wave arrives at the synchronizing source with delay
Wol + . ~ ¢, where ¢, is the phase delay from the
module. T;Dvac combined illumination at the reflector or

beacon is ‘Zl a,expJwpt + &, ~ d,), the instantaneous

* phase of which is wy + D, the subscript meaning source.

The source wave is returned to the armay with 3 different
phase delay &, at each module. Thus the signal phase
rectived by thé jth module is wnt + @, — ¢, .

To focus the wransmitting beam upon the {ource the
radiation from the jth module must be changed from wys
+ P - b, Dwy + P, + P, where D, is an arbitrary
phase constant across the array. This is the phase con-

Jugation step needed (o achieve retrodirectivity. which is
the heart of the process.

1. PHASE CONJUGATION TECHNIQUES

Retrodirectivity requires phase conjugation at each

“element, which in turn demands symmetry with respect

to some reference. If $2(x:6,) is the phase of the received
wave at position x in the array due to a synchronizing
source at angle 65, and ¢+(x;6,) is the ransmitted phase
variation needed to achieve retrodirectivity, the required
relation is 4:(x:0) = ~ $a(x:0,) plus an arbitrary cons-
ant. This equation implies the existence of some
reference phase from which br and by may be measured.
The symmetry can exist in more than one domain.
Spadal symmetry is utilized in one of the oldest forms of
retrodirective array, the Van Aua array (14, 15]. Sym-
metricai sidebands in the frequency domain is another.
A third is paired, symmetrical phase shifters.

Dependence upon spatial symmetry is inappropriate
for an airborne array distributed about the airframe.
Here the array is assumed to be distorted, random, and
highly thinned.

The other two techniques are practical. The use of
symmetrical sidebands is illustrated in Fig. 2. Let 2
signal characterized by the real (or imaginary) part of
expljtar + )] be received and heterodyned (mixed)
Wwith a local oscillator at frequency w . The mixer prod-
ucts are expliang + wo)f + ¢]) and exp{ji(wro = wn)!

- o]}. The sidebands are symmetrically displaced about
the local oscillator frequency and the lower sideband has
the desired phase. Further, if the local oscillator fre-
quency is made exactly twice the frequency ot the re-
ceived signal, the lower sideband is explj(wpt — )]

In Fig. 2, the input signal at frequency w, ahd phase
¢ (indicated by the instantaneous phase wa + 9) is pass-
ed through a circulator where it mixes with the second
harmonic at an arbitrary phase 9». The difference fre-
quency output of the mixer, al wa, is passed by the
bandpass filter to the amplifier. The phase of this signal
IS wol + §o = 4. This signal is amplified and radiated.
Provided that ¢, is constant across the array, the radia-
tion is retrodirective,

This ciccuit is useful for illustration but has two
limitations which keep it from being a practical circuit.
First, the down-converting mixer is a source of trouble
because of the harmonic refation between the signals at
its inputs. Being a nonlinear circuit the second harmonic
of its fundamental frequency input will be generated. A
current due to the second harmonic will flow in the
source impedance of the second-harmonic input circuit,
thereby altering the phase of the reference signal at 2w,
Also direct feedthrough of the input signal to the output
will alter the phase of the output signal. Either the fre-
quency of the reference signal must be different from
2wq 0 avoid these troubles or the mixer must be careful-
ly balanced so that neither second harmonic generation
nor input-output leakage will affect the phase of the
radiated wave,

The second problem is that this circuit transmits an
amplified replica (with conjugated phase) of the receiv-
ed radar trace concurrent in time with the received
signal. However, the desired transmission is an RF pulse
(with conjugated phase) occurring at a later time. This
means that the echo received from the syhchronizing
source must be sampled., its phase extracted, conjugated
and applied to an oscillation at the echo frequency,
which is gated at the appropriate time, amplified, and
radiated.

Figs. 3-7 show several circuits for accomplishing this
task. They differ in their means of storage of the phase
information (as the phase of a coherent oscillator, e.g.,
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as in a phaselock loop (PLL) [16-21], or as a digital
number is the signal processor of the system), according
to whether control of the phase shifter through which
the signal to be transmitted is passed is open loop or
closed loop, and according to the choices of com-
ponents, e.g., analog versus digital phase shifters.

Fig. 3 shows a means of phase conjugating when a
digital signal processor is used to combine the signals
received from the distributed array elements. The
received signal is shown as an echo pulse having instan-
taneous phase wef + ¢. It is heterodyned to IF by a local
oscillator at frequency w, , having some arbitrary phase
a. The LO is assumed to be cohered to the reference
wave at the intermediate frequency w. The phase § of
the reference is assumed to be constant across the array.
The IF pulse, with instantaneous phase wf + ¢ — a, is
delivered to the signal processor. The signal processor
measures the phase relative to the phase of some
reference element in the array, whose phase is arbitrarily
identified as zero phase. Since all signals entering the
signal processor experience the same phase offset o, the
local oscillator phase cancels out. The negative of the
measured signal phase ¢ is delivered as a control voltage
to a voltage controlled phase shifter (VCPS) in the
reference signal path. The output, having instantaneous
phase wt = ¢ + B, is up converted to form the transmit-

ted wave. The transmitted phase is wo = ¢ + 8 + a. Pro-

vided that 8 and o are constants across the array, the
transmitted wave is the phase conjugate of the input
signal. .
The accuracy to which the signal processor measures
$ (or —~4¢) is influenced by noise and multipath.
However, the precision with which this measurement is
made and held for delivery to the phase conjugation cir-
cuit can be made arbitrarily fine; it is determined by
how many significant figures or bits are used in the
measurernent. Thus the quality of the delivered value ~¢
need be no poorer than that of the measured +¢.
Errors develop when the phase shifts through the
system are not tuned out. Let the phase shift be 4 from
the antennna to the VCPS through the circulator,
receiver, and signal processor. The output of the phase
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shifter then becomes wt — ¢ = d + f3. Let the phase shift
be nin the transmitting chain from VCPS to the antenna
through the transmitter and circulator. The radiated
wave becomes wel — ¢ ~ d + f + a + n. Its phase is in
error by =4 + n. The variance of this error (in square

radians) across the array, muitiplied by 10 log e, is the -

expected loss in array gain in decibels [12]. For example,
1/4 rad? phase error variance leads to a loss in mainlobe
gain of 1 dB. Thus each module must be carefully tuned
to balance the phase shifts in the receiving and transmit-
ting chains.

The circuit of Fig. 3 stores the signal phase in the
signal processor and uses open-loop phase control. The
next circuit (Fig. 4) retains open-loop phase control but
remembers the signal phase in a PLL. This circuit
also demonstrates the use of paired, symmetrical phase
shifters. The receiver chain is the same as in Fig. 3 0
point A, at which point the circuit branches. The receiv-
ed signal continues to the signal processor as before. It
also is applied to the input port of the phase detector in
a PLL in which the controlled element is a VCPS rather
than the more common voltage-controlled oscillator
(VCQ). The control voltage in the loop drives the phase
of the signal at the VCPS to be in quadrature with the
input IF signal. As in the earlier system the signal
through the VCPS is the reference oscillation at w with
arbitrary phase . Hence the loop drives the VCPSto a
phase shift $ ~ @ = § — n/2. Ganged to the VCPS is a
matched phase shifter with opposite phase. Its phase is
= ¢ +a+ 3+ n/2. While the phase of the VCPS is set in
a closed loop, the paired phase shifter is set open loop.
Carefully matched analog-phase shifters are required;
otherwise digital phase shifters must be used.

Digital phase shifters generally are preferabie. The
number of discrete phase-shift components required is
easily calculated. If m is the number of quantization bits
and M is the number of levels of quantization, the
relation between them is given by M = 2=, The loss in
gain as a function of the number of quantization bits is
(12]

loss in gain (dB) = 20 log [sin(n/2™)/(r/2™)]. O
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Fig. 5. Phase conjugation circuid.

A quantization value of two bits limits the loss to less
than | dB, a value of three bits to less then 1/4dB, and a
value of four bits to 0.06 dB. The side radiation pattern
also is affected by phase quantization errors, although
the statistics in the sidelobe region are not. This is
because the element positions are randomized, leading
to Rayleigh sidelobe statistics, Further phase errors do
not noticeably increase the sidelobe levels; they only
reduce the mainlobe gain.

Returning to the figure, it is seen that the input to the
paired phase shifter is w¢ + B its cutput, therefore, is
w=¢ + a + 28 + ml. This [F signal is heterodyned
o RF via the mixer and the local oscillator at uxor +
a. The upper sideband at uy is selected by the power
amplifier, providing a signal at the desired frequency
having a phase ant = & + 2(a + B) + m2. This signal
is gated in the power amplifier by the transmic-pulse
waveform from the radar synchronizer. and radiated. Pro-
vided that @ + S is a constant across the array the high
power transmitted pulse has the desired phase.

STEINBERG: PHASE SYNCHRONIZING A NONRIGID, DISTRIBUTED, TRANSMIT-RECEIVE RADAR ANTENNA ARRAY

Fig. 5 shows a phase conjugating circuit (RF-IF
heterodyning circuits not shown) which replaces the
open-loop ganged phase shifter of Fig. 4 by a phase shift
circuit under closed-loop control.' The circuic is PLL.
The received target echo at wof + ¢ is apglied to the
PLL. The VCO phase after the loop is locked s wo! + ¢
~ n/2. It is applied as one input t0 2a up converter. The
other input, also at w,, is delivered by a voltage control-
led phase shifter driven by the reference oscillation. Call
its phase ¢,. The up converter output is at the second
harmonic frequency 2w,. [ts instantaneous phase is 2wyt
+ ¢+, - /2. Assume that adequaze balance is achiev-
ed in the up converter to avoid second harmonic feed
through. This signal is compared in a phase detector
with the second harmonic of the reference. The beat
product is integrated in the loop filter and applied as the

"This circuit and the next 1wo were suggested by Prof. Y. Bar-Ness of

Tel Aviv University while a Visiting Professor at the University of
Pennsyivania.
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Fg. 7. Hard-limised version of Fig. 6.

controi voitage to the VCPS. Convergence requires hat
o+ b =»280rd;, = = ¢ + 28. Thus the instan-
taneous phase of the CW output of the VCPS is wy -
& + 28. which is the correct frequency and phase pro-
vided that 8 is constant across the array. Hence the drive
for the gated power amplifier :s taken from this point.

The circuit of Fig. 6 introduces another method of
phase conjugation. The received echo pulse from the
reference target is gated as before. The input to the
phase conjugating network is switch S,, connected as
shown. The echo at we + ¢ pasys through a
Quadrature hybrid which delivers pulses at we/ + ¢ and
wel + ¢ ~n/2. These signals are weighted by real gain
controls w, and w; and added. This sum, w, coOs(we +
4) + w;y o wel + § ~ n/2), passes through switch S; to
the comparator where it is subtracted from the reference
wave cOs(wyt + f). The difference is fed back to the
mixers of two correlators, the other inputs of which are
driven by the quadrature outputs of the hybrid. The in-
tegrated mixer products drive the real weights w, and w,
1o those values that cause the sum waveform to equal
cos(wel + ).

The pontion of the circuit between the switches is
used extensively in adaptive nulling and interference

cancellation probiems. The closed loops set the weights
w, and w,; 30 as (0 solve the equation

w, coS{(wel + §) + Wi COS(wol + ¢ — n/2)
= cos(wel + f). (2
The solution is

tan(¢ = f) = wy/w, wi+ wi=], 3

When the loops have converged, the circuit between the
two switches has transformed the input we + ¢ to the
output we + B. In short, the transfer funcrion of the
circuit at we is Hlus) = exp(Af ~ ¢)] which means that
the circuit is a phase shifter having phase shift g — ¢.
Following loop convergence the weights are frozen and
both switches are thrown 1o their lower positions. The
reference wave having phase we + [ then passes
through the circuit and emerges with phase we/ = ¢ +
2p. It is amplified, gated, and radiated.

Fig. 7 shows annther version of the previous circuit
in which the signals entering the comparator are hard
limited in carefully matched limiters. Given that their
amplitudes are matched it is only necessary to shift the
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phase of the input echo by 8 - ¢ to zero the comparator
output. Oniy a single cancellation loop is needed as
there is only a single parameter to be varied. A latching
phase shifter, such as the digital phase shifter discussed
earlier, is required. After loop convergence is completed
the phase shift is frozen, the switches are thrown and
wet — ¢ + 20 is radiated.

IV. ERRORS IN PHASE CONJUGATION

Two types predominate. The first is a random phase
shift due to mistunings in open-loop portions of phase
conjugating networks. The second is a linear phase shift
due to a frequency offset. The former constitutes a ran.
dom variation in phase across the array, the effect of
which is loss in mainjobe gain as described earlier.
Assuming a 1-dB total loss budget for the entire system,
the allowed phase error is about 1/2 rad rms. [t is evi-
dent that the allowed random error in phase conjuga-
tion is smaller still. Frequency offset, which has been
ignored in the preceding section, may occur in two

. ways, Firyt, the initializing microwave illuminator may

be at 2 somewhat different frequency from the transmit-
ting array. Second, the need for isolation between low-
levei incoming signals and high-level outgoing signals
may force a frequency offset. The effects are the same
in both cases.

The magnitude of the frequency offset is determined
by the manner in which the phase is conjugated. The
simplest way is to adjust the phase shift at the initial fre-
qQuency and accept the error which results. Let the
reflecting source be at angie §, = sin"'u, from the array
normal and the initializing (self-cohering on reception)
frequency be w’ = k'c. The phase of the wave actoss the
array is &g = k'xu. Let ip(x) be the excitation across the
transmitting array. Let the conjugated phase be — k'xuq
and let the wave-number of the signal transminted by the
array be k. The radiaton pattern becomes

Auiug) = [ iglx) exp(= j&'xuy) exp(jkxu) dx
= [ io(x) exp(kx{u = [(k'/7K)uo]} dx. (4)

Note that the beam no longer points to u, but to kK'u,/k.
The error or displacement

Qug = wfl = (K'k)) = ug(l - (w'/w)] .
is called the squint angle. Equation (5) can be rewritten
|Atte/tho| = |8/ ] (6)

indicating that the magnitude of the fractional change in
the beamsteering angle cquals the magnitude of the frac-
tional change in the frequency. The largest typical value
of Aw is the receiver bandwidth. Rarely will the angular
displacement exceed one or a few percent of the scan
angle. Such scale distortion will be unimportant unless

the beam displacement exceeds the beamwidth of the
large array and no synchronizing source resides within
the transmitting beamn. A phase conjugating circuit
devoid of squint is required if this problem is
anticipated {13].

The reason why the angle distortion arises is that the
phase is measured and conjugated at one {requency but
radiation takes place at another frequency. The error is
eliminated if rhe phase shift resulting from the conjuga-
tion process is correct at the new frequency. Then the
radiation patiern of the retrodirective array is

Sluug) = [ig(x)exp(jk' x(u = uo)]drﬂk’(u =1up)] (7)

The argument of the function is K'(4 -~ u,). The

-beamsteering angle, therefore, is uy. Hence the frequen-

¢y change is no longer reflected in an angular displace-
ment. The sole effect is a change in the angular scale,
measured from « _, by a factor k'/k. This scale change is
of no consequence in adaptive beamforming.

V. PHASE REFERENCE

A reference oscillation with constant phase wt + fis
required in every module in the array. This signal must
be derived from an oscillator arbitrarily located in the
array and delivered to each moduje by a circuit or sub-
system. A frequency-stablie and phase-stabie oscillator is
assumed as well as a frequency synthesizer capable of
generating the local oscillator waveform.

Cables of equal and constant lengths can deliver the
reference wave from the source to each module. This is
a practical technique when the array is compact and the
modules are contiguous. It becomes impractical when
the array is large and distributed. Furthermore, being an
open-loop system, differential phase changes between
cables due, for example, to temperature differences or
mismatches at connections are passed directly as phase
errors to the modules.

Circuits have been devised to deiiver the phase
reference from source to module, or from module to
module, The major impetus to date has been design
work for the Solar Power Satellite {22, 23]. Fig. 8 il-
lustrates a method due to Lindsey {24]. It consists of
two distinct circuits separated by a cable having ar-

bitrary phase delay A. The reference signal passes be-

tween circuits via this cable at frequency w. It is provid-
ed to each phase conjugating circuit at twice that fre-
quency and at the common reference phase 3. Thus in
the left circuit of Fig. 8 is a reference source of frequency
2w and phase 8.

The upper left circuit is a PLL. Its VCO phase is w¢
+ ¢ where, for the moment, 4§, is an arbitrary value.
Oscillator output is taken from the loop and passed, via
the first diplexer (shown as a circulator), to the cable,
which delivers w¢ + 4, — A to the right-hand circuit.
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There the cable-delivered signal is doubled in frequency
to provide the reference 2w + 2¢, ~ 24 for the second
module. In this way both modules are driven by the
same reference frequency. It is shown below that they
are also driven to the same phase.

Prior 1o frequency doubling in the second module,
the amplified wave at wr + ¢ — 4 is fed back to the
second diplexer and returned to the first module. lts
phase is further retarded by the cable delay A. It is pass-
ed by the circulator to the mixer where it is heterodyned
by the 90 ° pbase shifted reference wave. The lower side-
band is selected by the bandpass filter (BPF). Its output
is the input to the phase detector of the PLL. The in-
stantaneous phase of this wave isw! = ¢ + 28 + 3 +
n/2. The other input is w? + ¢, delivered by the VCO.
The low-pass filtered output of the phase detector is
zero when the loop drives the phase difference between
the inputs t0 90°. Hence 24y — 24 -8 = Qorf = 24, -
24, which is the condition sought. Thus both modules
have the same reference phase 2wt + f independent of
the cable length between them. Other modules are fed in
the same manner.

The circuit as drawn in Fig. 8 is subject 10 several
phase error sources. First, the nonlinear mixer will

generate harmonics of the input signal. The second har-

monic will add to the reference source at 2w to produce
a net reference signal with altered phase. In addition,
feed through the mixer at the fundamental frequency
will alter the net phase of the signal delivered by the
bandpass filter to the phase detector of the PLL.

The second source of phase errors is the phase shifts
through all the nonclosed-loop controlled portions of the
circuit. The circulators, the bandpass filter, and the signal
return loop are examples. This is a tuning-type problem
common to all the preceding circuits as well.

Last, the signal-return loop has a special problem.

616
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Unless there is sufficient isolation in the circulator from
ports A and B, the loop will oscillate. The amplifier is need-
ed 10 overcome the signal losses to the cable in both direc.
tons. Hence the signal level delivered back to the circulator
as port A is larger by the gain of the amplifier than the
signal delivered by the circulator at port B. The ideal cir-
culator (or other diplexer) provides zero coupling between
ports A and B; the practical drculator has limited isolation.
To avoid the danger of oscllation the isolation must exceed
the amplifier gain which, in turn, must at least equal the
two-way cabie loss. Hence the maximum allowed cable loss
is limited oy the isolation available in practical circulators.

A small modification to the circuit avoids the more
serious of these problems. Fig. 9 shows the reference
source frequency to be m times the VCQ frequency and
the frequency of the return signal to be nw. The VCO
signal wt + ¢, again is delivered by cable to the next
module, amplified, and returned. The return signal is
frequency multiplied by the factor n, delayed by the
cable, and mixed with the reference in the down con-
verter. The phase of the output of the BPF is (m -~ n)w!
+ B=nbg + (n + DA+ n/2.

The YCO output is multiplied in frequency by (m -~
n) to equate the frequencies of the phase detector in-
puts. The loop drives these signals into quadrature,
resulting in the phase equation md, = 8 - (n + DA
= 0, which implies that the instantaneous phase of the

reference source max + B = max + mdy = (n + DA.

The output to the next module is derived from a fre-
quency multiplication, by the factor m, of the signal
delivered by the cable; its phase is mwt + mé, ~ mA.
The only condition required to equate the last two ex-
pressions is /7 = n + 1. When this condition is met the
desired phase reference is transferred from the first 1o
the second module. In addition, the need for the fre-
quency muitiplier (shown dashed) which follows the
YCO and drives the phase detector is eliminated; instead
a direct connection may be made.

System frequencies are determined by the choice of 2
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convenient VCO frequency w and the desired frequency
offset w(n = 1). The variable 2 must be smail so that the
bandwidths of the circulators and the delay time are nor
exceeded. 7 need not be integral; using modern frequen-

_cy syuthesizer techniques frequency multiplication by

ratios of integers is easy (0 obtain. Thus 2 can be made
close to unity. A value of 4/3 permits an adequate fre-
quency separation between the input and the output of
the mixer while not requiring excessive bandwidth of the
components. The reference phase is deliverad at 7w/3
when n equals this value.

V1. EXTERNAL CALIBRATION

Random, uncompensated phase shifts in com-
ponents throughout the module and the reference-
delivery circuits always will exist and will degrade
mainiobe gain as indicated in Section [Il. Periodic
calibration or tuning is necessary to limit the loss in
mainlobe gain to an acceprable level. Calibration can be
manual or automatic in a small system but must be
automatic in a system with large array.

A calibration transceiver outside the array can be
used for ground-based and shipboard installations. The
design of Fig. 10 includes a procedure for correcting the
phase of the reference wave at each module and thereby
removes the need for a circuit of the type shown in Fig.
9. One module of a distorted array is shown along with
the calibration transceiver. Each module has a phase-
conjugating circuit (PCC) and a reference wave.
Assume that the reference wave is stable in frequency
and constant across the array but that the phase varies
from module to module. Call the phase of the reference
to the ith module 3, or its total instantaneous phase «x
+ .

The calibration unit is external to the array and in
the general direction toward which the antenna elements
are pointed. Its front end consists of a pulsed transmit-
ter and receiver and is similar to the from end of an
array module. The reference oscillation in the array is
delivered to it either by cable or by radio. The broadcast
reference technique [25] is suitable and is the technique

illustrated. When the calibration transmitter is con-
nected in the SYNC mode (switches thrown to S), radia-
tion of the system reference at some arbitrary phase
from some arbitrary antenna within the array drives the
PLL to a frequency w’. The phase w't of the VCO in the
calibration transceiver is the reference phase of the
entire system.

After the loop is locked the VCO output is
heterodyned to RF and radiated. Its frequency is w,, the
radiation frequency of the entire system. Since there is
some phase shift @ from VCO t2 antenna, the radiated
waveform is characterized by wa’ + o, as$ indicated next
to the symbol (1) in the figure. Thi: system calibrates one
module at a time. The systetn controller (i.e., the'central
computer) turns on each module in sequence. Upon ar-
rival of the radiated signal (1) at the antenna of the ith
module (2) the phase is wpt + a = &,, where ¢; is the
propagation phase delay. The phase shift through the
antenna in the direction toward the calibration system is
;. Since the phase of the element pattern may be different
in the direction to the target, ¥, is explicitly retained in
this descripdon of system operation. Thus the sighal phase
after the antenna is wys + a = &, + ¥, Similarly, there
is a phase shift § to the input (4) 10 the PCC, where the
phmisu+ a - ¢'+ 'y' + 8[.

The primary reference oscillator of the system runs
freely at frequency w delivering w¢ + f, to the input (%)
to a digital shifter ¢,. The initial phase shift is some ar-
bitrary value 9,, making the input reference phase (6) to
the PCC wt + 3, + 8,. The output (7) of the PCC is

phase (7) = wt + 3, +68, — [(a =&, +y, +4)
- (B + 6) = w +m‘+29‘-a+¢i-Yi-dl'

After the wave is heterodyned to RF and passed through
the transmitter, its phase (8) is increased by 1), to

phase (8) = wt + 283, +29."0+¢1_71-dt+’14-

7. is added through the antenna (9) and the propagation

STEINBERG: PHASE SYNCHRONIZING A NONRIGID, DISTRIBUTED, TRANSMIT-RECEIVE RADAR ANTENNA ARRAY 617
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delay o; is conuibuted upon arrival at the calibration
system (10). There the instantaneous phase is wt+ 28,
+29| -a - 8; + m.ltiscﬁdemlhltbothlhe
propagation delay and the antenna element phase shifts
have dropped out.

This wave is received with the switches thrown to (.,
which places the calibration transceiver in the CALIB
mode. The phase shift from antenna to phase detector
(11) is u. Hence the phas: detector output (12) is a video
voltage proportional to =28, ~ 26, +a + d, = n, = 4.
This voltage is converted to 2 digital number, divided by
two, and delivered (13) to the digital phase shifter in the
modu'e where it changes the phase through that compo-
nent by A¢, = =, - 8, + (4) (a + 6, = n, = u). The signal
reentering the PCC as a phase reference is, therefore, wt
+ (A)(@a+di=n =u). _

This is the desired reference phase: the random ini-
tial phase 8, of the phase shifter and the random
reference oscillation phase 5 have been removed, the cir-
cuit phase shifters §, and 7, cancel out during system
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operation (see below), and the remainder is a constant
across the array.

Now let a target echo we! = ¢, arrive at the ith antenna
element. The IF signal delivered to the PCC is wr ~ r,*rr,
+ d,. The phase-conjugated output is wt + ('4) (a + 4, — n,
“W =S, *yr,+d) - (K @+d-n-wl=w + a
= n =u+ ¢, =yr, and the signal radiated in the direction
of the target is wof + a = u + ¢y, which is exactly the con-
jugated phase plus an arbitrary constant.

The only circuit in the system not under closed-loop
control is the phase measuring and phase control branch
(12) to (13) from calibrator 10 module. Gain and bias er-
rors can develop in this circuit. Let the phase detector
gain be in error by the factor X and let a bias M develop
in its output circuit. Then the phase shift in the digital
phase shifter is changed by A¢, = X[ -8, -8, + (1) (a
+d, =n, = u)] + M. The reference for the PCC becomes
wt + f+0,+ 8¢ 4wt + y. The PCC output is wr +
2¢ + én =~ vn &. After passage through the gansmiter
and antenna the radiated wave toward the target is
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=yt + 2M + Kla = u) + ¢
+ (1= K)‘(Zﬂ, + 20, +n +4d). (8

The first four terms are the conjugated phase (4r)
plus an arbitrary constant (2V + K(e = u)). The last
term represents a phase error in transmission from the
ith module, which goes to zero when the gain error goes
tc zero. The maximum effect is easily calculated. 8. 6.
7, and 5 may be assumned to be random variables inde-
pendent of the errors in the other modules. Their sum is
a random phase error. The magnitude of the net phase
error ¢, is a function of the fractional gain error X of the
phase detactor. Note that the phase error is not a function
of the bias error of the phase detector.

Using the theory of mainlobe gain-loss referenced in
Section 1II (12], a tolerance can be calculated for the
phase detector gain error. The random phase error is, at
worst, uniformly distributed to the interval [=n, n).? The

‘variance of a uniform distribution is one-twelfth the

square of the length of the interval.’ Hence
a<(l1 - KX 212 9

which must not exceed 1/4 rad?® if the loss in mainlobe
gain is to be limited to 1 dB. Taking this value as the
tolerance in gain loss, the allowed fractional gain error
X in the phase detector is found by equating (9) to 0.25,
which yields X = 0.724. In other words the gain can
change by 27 percent without causing more than 1 dB
loss in system performance. This is a relatively easy
tolerance to maintain.

VII. SUMMARY

The logical requirements for a self-adaptive, non-
rigid, distributed radar antenna array are discussed. A
transmitter is required to illuminate a target, the reflec-
tions from which are received by the elements in the ar-
ray. The target must reradiate a nearly spherical
wavefront. The phases of the received echoes are used to
set the phase shifts in the antenna elements so that a
receiving beam is focused on the target. The same phase
information permits setting the transmission phase
shifts as well,

'For example, the probability density function of the modulo-2n
sum of two random vaniables, esch uniformiy distnbuied in a 2r inter-
val, also is uniform in the interval. This case corresponds (o the
equaliry condition in (9). If the pdfs are clustered near the center of
the interval, the pdf of the sum also is clustered, leading to the stnict
inequality in (9). The random vanables in (8) will generally correspond
to this case. If the pdfs are lower in the central region than at the
edges, the inequality could reverse. There is no physical basis for
assuming tha this situation will occur in this system.

ot wiz) » U/L, |d € /2 and = O, eisawhere. Then o7 = (1/L)
afd = L2

Once the transmitting beam is formed and focused
on the target the initializing illumination no longer is re-
quired. The beam is scanned by modifying the phase
shifts in the same manner that is used in a conventional
phased array.

Phase conjugation of the received wave at every ele-
ment is necessary to achieve focused transmission.
There are two primary cirquit and system choices to
make in the design of phase conjugating networks. The
first choice is between analog and digital circuits. The
second choice is between open-loop and closed-leop
control of the phase shift. The bases for these choices
are discussed and several circuits are given. The phase
conjugating circuit at each antenna element requires a
reference wave of constant frequency and fixed phase.
Methods for distributing the phase reference across the
array are described.
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ABSTRACT
AMBIGUITY RESOLUTION IN SELF-COHERING ARRAYS*
Chung H. Lu, RCA Laboratories, Princeton, NJ
C. Nelson Dorany, Valley Forge Research Center, Moore School of Electrical

Engineering, University of Pennsylvania, Philadelphia,
Pennasylvania

Two approaches to resolving the phase ambiguity assoclated with
phase multilateration of self-cohering antenna arrays are described and
the probability of ambiguity error i{s derived for aach approach. For
the ninimun least-square error method an efficient computational tach-
nique 13 introduced which permits element position uncertainties as
large as one wavelength in the presence of phase measurement errors in
the order of one radian. The multiple frequency method permits element
position uncertaincties significantly larger than one wavelength, at
some increase in bandwidth. The probability of ambiguity error is
shown to be acceptably small if the rms phase measurement errors are in

the order of 0.5 radian or smaller.

#Submitted to IEEE Transactions on Antennas and Propagation, July 1983.
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*
AMBIGUITY RESOLUTION IN SELF-COHERING ARRAYS
Chung H. Lu, RCA Laboratories, Princeton, NJ .

C. Nelson Dorny, Valley Forge Research Center, Moore School of Electrical
} Engineering, University of Pennsylvania, Philadelphia,
Pennsylvania )
A number of self-cohering random arrays, up to 1000 wavelengths in
length, with average element spacings in the order of 10 wavelengths, have
been constructed at the Valley Forge Rasearch Center. An extensive
theory for design of such larga, sparse, random arrays has been developed
(1,2). A self-survey technique for self-cohering of such an array is
described in [3]; experimental testing of the technique is described .
ia {4]. The technique determines each element position in the array if
from phase measurements made at the element for signals transmitted from
beacons at known (measured) locations. The technique also calibrates the
phase reference at each element. Use of this technique considerably .

loosans the mechanical tolerances required to obtain accepctable array ¢

performance, and thareby permits operation of very large, loosely-aurviyed,
;;% or non-rigid arrays. The self-survey is basically a phase multilateration o
LE techanique, in which ranges are infaerred from phase measurements. There
n is & phase ambiguity inherent in each phase comparison. High-precision
e element location requires accurate ambiguity resolution. This article

' describes two approaches to resolving this phase ambiguity, a minimum

least square (MLS) method and a multifrequency mathod. E

The self-survey works as follows. A few beacons of known location are
blinked consecutively. (In some applications those beacons would be re-
placed by passive reflectors.) At the 1th element of the array, the phases -

of the gignals receivad from each beacon are compared to the phases of

'-. the co:rcopond:.:g signals received at a reference element and delivered by u
. . cable to the 1~ elemant (see Fig. 1), Except for the ambiguity caused o
.l by the mod 2r pature of the phase measurement process, these phase measure- -
-jﬁ mencs are indicators of the differential beacon-to-element time delays.

AN Thio work was supported primarily by the Air Force Office of Scientific
,{3 Regearch under Grant No. AFQSR-78-3688.
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These delays are used to estimate the element position (xi. yi) relative
to the reforence and the phase delay o; in the reference cable. These

computed values of X yi. ¢i are used to cohere the arrav.

10 )} seacon

ith ELEMENT

FICURE 1 Differencial Phase Delay

Let the origin of the coordinate system be placed at the reference
element of Pig. 1. According to free-space theory, if ve broadcast from
the jth beacon, which is in the far-field of the array at angle wJ from the
x axis, the phase 013 of the Leacon signal received at element i relative
to the corresponding beacon signal racesived at the reference element and
delivered by cable to element 1 {is

c

® k(d,, + dc) - Zmi

1) 3

wvhere dij - xicoawj + yilinwj, the differential distance to the beacon,

k = 2n/), XA is the wavelength, (xi. yi) is the element position, ¢i is

the phase delay in the cable plus the differential delay in the electronics,
dc is the electrical length of the cable and electroaics delay, and nij is

the number of multiples of 2r removed by the mod 2n phase measurement

process. Thus we assume ;ij lies in the intervel [0,27. Lee(5,p.11l] shows

(2)
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that use of a broadcast reference rather than the cable does not change

X
L

Iy
ty

L
» and determines
13 Y

the sathematical form of (1). Measurement of ¢ij' n
a single equation in the three unknowns Xyo Voo oi. The measurements are

h 2 SO
X
LA

taken for N different beacons (N > 3) resulting in a set of N equations
in the three unknowns associated with element 1i:

T , d d T ,d ' .
vhere X = (xi, Yyr 01) , ¢ = (°z1' coey ¢1N s ¢1j @11 + 2"“11’ and B 1s

an N x 3 matrix of known quanctities. It 1s shown in [3] that use of the L
least-square phase error solution :

X = (878) %8s (3)

N

e

. E
.“B S
AR ite

YA

o

’ &

in beam formation usually leads to acceptable expected gain loss for
beanm pointing directions within the spread of the beacons. o

]
MLS Ambiguity Resolution .

\!o I IR
k4
»

Since ¢d depends on n,,, aquation (3) specifies a unique solution for
"1).‘ ij lj

e aach choice of the anbliguity integers {n, K} used in the "demod” process to

N obtain Nij}. We datermine the pouibleiialuu of ny from the region of }'*
-_ uncertainty of the position of elemenc i and from the direction of beacon -
': J. The MLS (minimum least square) method of ambiguitv resolution consists
::::;' of computing the least-square phase error solution X for each combination ‘:;::
"‘::: of the possible values of Bigr ores B then selecting as the correct -
g solution that X which yields the minimum value of least-square phasa error. ,:::
-_;:)‘ It the array is not extremely large, 22d 1f the structure on which g
:::: the slements are mounted is fairly rigid (sas in an airborne array), the :j.
:—-a elgnant positions may be known to within approximately one wavelength, ‘

55 sad each aabiguity intager will have only 2 few possible values. On the ,_
.:'\ other hand, 1f the arvay elements are widely separated (perhaps on '

:_‘ separate aircraft), and if a priori relacive positions are vbtained by '
:;:'.1. time delay messurements, the position uncertainties will be somewhat ,
_!;: larger, acd n“ @ay have many possible values., In either case u;lcertainty

:\ in che cable delsy ¢i in (1) increases the uncertainty in a4 There-

-4-: fore, in determining the possible values of nij’ uncertainty in ¢i must be .

R conaidered. We refer to ths set of possible values of n,, as the "integer -

.!\f set" acsoclated with nij' The next section describes a technique which o
,:“-.: permits testing of the possible combinations cf smbiguity integers with-

_'_"E out excesaive computation.

9 (3) a
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JIf the integer sets are correctly decérmined, (that is, if the correct
integers are included), then comparison of the least-square errors associated
with the various ambiguity integer combinations will pinpoint which choice
of ambiguity integers and corresponding salf-survay solution 'is correct.

On the other hand, 1f the correct ambiguity integer is excluded from an
integer set, the correct combination will not be among the candidaces

which are checked, and an ambiguity error will occur.

We wish the N integer sets to be as small as pcssible in order to
uinimize the computation required to test the combinations. If tight
vounds on each ambiguity integer can be determined, then each integer
set will include the correct integer. Let PJ be the probability that
the correct ambiguity integer associated with beacon j is excluded
from the corresponding integer set, and let " be the resulting probability
that the correct combination of integers is not found. Then, the prob-

M
ability of correct ambiguity resolution {s 1 - P = W(l-Pj), where N 1is
je=1
the number of beacons (typically four or more). In order that P be
reasonably small, say 0.01, it is necessary that Pj be very much

smaller (say, 0.0025, for N = 4).

In most applications coarse estimates of th: differential distance
dij and the electrical lengch dc and some knowledge of the accuracy of
the estimates will be available prior to self-survey. For example, if
the array is discributed over the surface of an aircraft, nominsl element
positions and cable lengths will be known, and the range of relative
element position deviations from the nominal values (which result from
flexing of the airframe ia flight) can be described in terms of random
variables. For normally distributed errors in a priori estimation of
i, + dc, Fig. 2 shows the probability P

[¥1
14 ]
being excluded from the integer set associated with a particular beacon,

of the correct ambiguity integer

as a function of the size of the uncertainty region (as measured by the
standard Jeviation ¢ in the estimate of diJ + dc) and the size n selected
for the integer set. This figure can be used to gelect the size of the
integer set in such a way as to obtain sufficiently low probability of

ambiguity error in the self-survey.

(4)
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FIGURE 2 Effect of Integer Set Size n on Error Probability P
(assuming normally distributed estimate of (ij + dc)
It can be observed from Figure 2 that 1if the standard deviation o -
1s one vavelength, it is necessary that n 2 6 to obtain a reasonably , .
szall probability of smbiguity error. That is, the integer set size n =
must be large encugh to include the correct ambiguity integer in all but
very low probability instances. It is shown in (7] that che MLS method .
of selecting nij is equivalent to the maximum likelihood method if the N
estimation errors ere independent identically distributed CGausseian :;

random variables as assumed in Figure 2. -~
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Reduction in Computation

This section describes a technique for reducing the computation
associated with testing each combination of ambiguity integers. For

a system with N teacons, the tachnique raduces the amount of computation
Ne=

- by at least a factor of n 3, wvhere n 18 the integer saet size. Thus,

the  computation grows by no more than n3. This section also shows that

the least-square phase error associated with each combination can be
determined directly from the measured data without explicitly computing
the self~-survey solution associated with that combination.

The square phase arror associated with the least-square error
solution (3) is

2 2
c = [|BX-¢||° = ||Ge]|]|
where

G=1 - B(B'B) 8T,

IN is an Nth order idencity gatrix, and ¢ 1s & linear function of the N
ambiguity integers (nil’ oy niN) as shown in (2); ¢ is computed for
each candidate combination of ambiguity integers, and the combination
which gives minimum ¢ is selected.

Consider (nil' ees By ) as an N-tuple of real numbers. Then, since
¢ 18 lincar in {nij} and GG =G, the N-tuple which minimizes ¢ sacisfies

GO(nil, ceey niN) =0

Equation (6) can be viewed as a constraint oh the possible ambiguity
integer combinations. In other words, only those combinations which
satisfy (6) need be tested for minimum e. Because of quantization noise
and measurement errors however, an N-tuple which satisfiles (6) will not
consist of integers. Therefore, we select as the possible ambiguity
integer combinations, the ones which nearly satisfy (6) in the sense
described below.

(6)
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Because G is idempotent, rank(G) = trace(G). But trace(I,) = N and Y
:race[B(BTB)-IBTi = trace[(BTB)-lBTB] - crace(I3) = 3, Therefore, rank(G) :
= N - 3, and nullity(G) = 3, (This result is intuitively reasonable, since
B 18 a rank J matrix.) Thus the equation (6), which is linear in the integer
variables {nij}' constitutes N - 3 linearly independent constraints on the
combination of ambiguity integers, and only three of the integers (say, the

first three) can be chosen arbitrarily, Once the three arbicrarily designated
integers are specified, the other integers can be obtained from (6) by a

single macrrix multiplication using a conventional linear system algoritham.
(Such a procedyre is described in (7]). Because of quantization noise and
measyrement errors, GO(nil, ceey niN) 18 not precisely the zero vector .
for che allowed combination of ambiguity integers. Therefore, the computed
values for the N - 3 integers must be rounded to the closest integers. If
any of the integers in the resulting solution does not lie in {ts corres-
ponding integer set, the ambiguity combination is not the correct omne

and can be droppad. Otherwise, the corresponding square error e in (4)

is computed. lNote that the matrix C need only be computed omcu. In o
general, '1f we were to try all combinations of N integer sets of size n, E!
ve ;ould have to test nN cases. However, by pretesting via the con-

straints (6), we test at most 03 cases, a reduction by tne factor nu_3.

1f the system has no redundancy (N = 3), G is the zero matrix and ¢ is
zero for any integer combination. Therefore data redundancy is necessary
for ambiguity resolution by the MLS method.

g

" (.I
.

If each ambiguity integer in the solution to (6) is increased by one,
the resulting phase vector ¢ is affected in the same fashion as it would
be by a 27 incresse in the cable phase~-shift. Since the cable phasé-shift v
need ounly be known mod 27 in order to form beams, such ambiguity integer -
combinations are redundant and need not be tested. This fact may permit

some further reduction in the number of combinations to be tested. :;1

i The MLS ambiguity resolution technique was applied to self-survey of ‘

;;_ paired elements in [7]. Simulation of the element-pair system without -
gga errors in the phase measurements ¢1j showed a clear-cut difference between

the minigum-least-square phase error for correct and incorrect integer -

] combinations. Simulation with phase errors showed that the average allow- 9

able phase-measuresment error for correct integer-combination selection is

39°,  The phase-geasurement error tolerance for the non-paired system de~

scribed in this article should be looser by a factor of 2, that is 78°. -
) o
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'l This resistance of the MLS ambiguity resclucion technique to phase measure- ;ﬁ
ment ‘errors is in agreement with the observation in {5, p. 79] that the Ny
. effect on the léasc—square phase error of an error in one of the ;i
;; ambiguity integers is typically as least 40 times larger than the fﬁ
effect of an error in one of the phase measurements. :
- )
(,_'_
- Muleiple Frequency Ambiguity Resolution
-

In this section a sequence of frequencies is used to progressively

I

regolve the ambiguity in the self-survey phase measurements. The tech-
nique extends (6] by taking advantage of prior estimates of element and

: beacon positions, and by including the effect of cable and electronics
delays; {t provides, in addition, a prediction of probability of ambiguity

Ay “r-n
o
e . PR R SRR
et ! R AR

b

ts error. .The technique makes use of the relatively long beat wavelength

between close frequencies. Although the use of the beat wavelength

."‘ﬂ

R )
PR '. . P
PO U

magnifies phase errors, accuracy can be maintained by using a succession
of progressively reduced beat wavelengths. Thus accuracy of the computed

element positions can be increased by increasing the number of beat

_:
]

wavelengths (bandwidth). Throughout this section, reference is made

.

only to element i and beacon j. Thus, the subscripts { and j are

54

: dropped. '{3
) Let AO denote the nominal wavelength, and assume the sequence of ‘i}
] auxiliary wavelengths {xp} satisfies -
- Ao € dg € e €A, €, (7 S
- =
P The beat wavelength between A, and xp is )
N _ T
Agh .

- Agp " TP =1, .o m (8) LJ
. p D Ao .

where )0 < xOl < ADZ € eue < AOm' The sequence of beat wavelengths will

determine a sequence of ambiguity integers np terminating with the desired

w . ambiguity integer, n, = nij’ of (1). !
ﬁ} Assume the cable is nondispersive. Then the cable phase delay is Eii
proportional to frequency, and we can rewrite (1) aa ‘if

I\ \.. -'
) -
i ¢;‘> = kpd - Znnp, p~0,1, ..., m €))] @1
g ;.':
(8) =

% E-61 Y
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where ’p is the phase measurement at the element corresponding to the p -
t
frequency transmitted from the beacon, kp - 2n/xp. xp is the P h wavelength,
de= dij + dc' dC is the electrical length of the cable, and np is the ambiguity
th
integer associated with xp. We subtract the pth equation from the 0 -
equation of (9) to obtain P
¢° - op = 21rd/Xop - 21r(n°-np), p=1, ..., m (10) g
Because ¢ and ¢  are both in (0, 2m), ¢ _ - 9, must lie in (-2n, 27). =
We define .
°op = @o - op (11) 3
and
n_=n -n (12) '1:
op o P &
Thus oop i8 2 measured quantity and nop is aa unknown integer. Suppose that
ds=sd + 4&d (13) T oay
¢ »
£
wvhere d. 18 an estimate of d and 64 is the remaining uncertainty in d. o
We divide (10) by 2n/x°p. subscitute from (11)-(13), and rearrange terms e
to yield e ?9i
- - —02 - - . e ]
) éd nopxop T Aop d‘ , p=1, , @ (14D -!1
t ot
The 0  equation of (9) can be rewritten as _xi
‘ i
o -
§d -m A =3-A -d, (}5) =
We rearrange the uth equation of (14) to obtain §
d ° . -‘
e om, &d oy
%n = T 20 * (16) o
on ol "3
We desaign the auxiliary wavelength Xm so that the beat waveleungth Aon _\‘
satisfies l&dl/xou < 0.5. That is, the uncertaincy in d is less than ome :3
half of the bear wavelength. Then B, S be computed unambiguously as %
de °om ‘
LI, = Round 5 i an -
) om _
v
v
(9 *
E-62
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where Round [ ] means rounding to the nearest integer. In an ideal
noise-free situation, the right hand side of (16) would be identically
equal to an integer. Equation (17) would in effect restore the unknown
portion represented by éd/xom. Therefore, we refer to xom as the max-
imum resolvable element position uncertainty. Note that in [6], Aom
determinaes the maximum resolvable 2lement spacing. The prucedure
described in frhis article tharefore provides a much higher resolving
power.

Once nom is determined, equactions (14)-(l5) constitute m+l linear
However, all

aquations in the wtl unknowns Sd, no. n vee, 0

ol’ o,m1"
of the variables except 6d are integers. These equations can be solved
sequentially to obtain o thereby resolving the ambiguity in the phase
measurements used for phase multilateration. Specifically, insert

uom from (17) into the mCh equation uf (14) and solve for (éd)m, the

"mCh" estinate of §d. Insert (Gd)m into the (m-l)St equation of (14), solve

for n, and round to the nearest integer. Use that integer in the

o-1
(m-l)sc equation of (1l4) to compute (Gd)m_l. Repeat with each of equations
(14) until (Gd)l is obtained. then use (15) to obtain n0 (and if desired,
. d +6d).

The following example illustrates the computation process. Suppose
thac d = 107.84 xo. that de = 100 Xo' and thus 6d = 7.84 xo. The corract
apbiguity integer is n = 107, and ¢, " 1.68n. Assume we use three
5" 1.06 Ao.

= 7,67 ) , and A -
o o3

(r=3) auxiliary waveleagths, Al = 1.4 xo, xz - 1.15 Ao, and A
1 = 3.5 xo, on
17.67 xo. The free-space, error-free values of the difference phases

The beat wavelengths are respectively xo

(denoted by superscript "o") are ¢gl - 1.62n, ¢32 = 9.1%, and ¢§3 = 0.2r.
We add simulated phase errors to these quantities o obtain oo - 1.8%,

4, = 1731, ¢ , = 0.19n, and ¢ 5 = 0.120.

From (17), we compute LI 6 (rounded from 5,63), The third equation
of (14) is used with n 4 tO yield (6d)3 = 7,08 A e This quantity is
subacituted into the second equation of (l4) to obtain n, " 14 (rounded
from 13.87). The second equation of (14) is again used with this integer
value of n,, to obtain (Gd)2 = 8.11 Ao. The process 1is repeated to

(10)
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obtain " 30 (rounded from 30.02), (Gd)1 = 8,03 Xo, and finally,
from (15), L = 107 (rounded from 107.10) and &6d = 7,94 Ao.

1f n, were computed in one step using only (15) and the third
equation of (14), we would have obtained n, = 106 (rounded from 106.15).
A sequence of computational stages is needed to prevent phase errors from
corrupting the computations. The rounding operation prevents the errors
from accumulating.

At the (p-l)St (or last) stage of the process n (or no) is

o,p-1
determined from nop (or nol) by
¢ A Y _

- )} op _ 9,p-1 \

nO-P"l Round [(nop *+ an ) (X ) 2n ] p=m, ..., 2

O-P'l .
or \ 8
n_ = Round{(n , + 12l)'12l - 12] { e

o ol 2n Ao 27 !

Thus the error in the difference phase ¢op (or gol) is magnified by the
wavelength ratio xoplxo,p—l(or Aol/xo), The beat watelengths can be
selected to minimize the probability of an ambiguity error. If the errors
in the right hand side of (16) and in the bracketed quantity in (18) prior
to the Round operation are less than 0.5 at each stage, then the final value
of no will te correct. Let € be a tound on the error in the phase measure-
ments ¢P. Then it can be determined from (16) and (18) that a, will be
error free if )

4 (19)

It follows from these inequalities that

Mg < (1126 + 0.5) (r/2e)™1 A (20)

For a given error bound and a given maximum size |éd| of element position
uncertainty, the minimum number of auxiliary wavelengths required for error-

free ambiguity resolution can also be determined from (20); namely,




L
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log(ZIédl/[Xo (1 - 2e/m)(n/2c + 0.5)}}

> 1+ log(n/2¢) (21)

For the earlier example we assumed that the maximum expected phase error
was ¢ = 0.5 radian and that |&d| = 7.84 A, Then (21) required use of
three frequencies; (19) and (20) required that Al > 1.38 Ao' Az >1.11 Ao’

and A3 > 1.03 Ao.

In general, more auxiliary frequencies (and thus wider bandwidth) pro-
vides higher immunity of the ambiguity resolution process to phase measure-
ment arrors. The minimum fractional bandwidth, derived from (8) and (19), is
fl-fo . kl-lo . 2c (22)
f A n+e

o 1

It 48 obvious from (22) that the required bandwidth increases as phase

Fractional BW 4

error increases. The minimum bandwidth for the previous example is 27.52.
The actual bandwidth is 28.6%. It should be pointed out that the operating

frequency fo in the denominator of (22) is at the top of the frequency band

rather than at the band centecr.

Ambiguity Error Probability

Equations (19)-(21) describe the process for selecting auxiliary
frequencies for unambiguous determination of the ambiguicy integer 2, under
the assumption that phase errors will be no larger than some number e¢. In
practice it will probably not be possible to bound the phase errors tightly
enough to avoild excessively large bandwidth. The following analysis
determines the probability of ambiguity error = an error in the computed
value of the ambiguity intager a, = for normally distributed phase errors.

Phate errors occur because of anowalous transwission and noise in
the bhnse-neasuring devices. They typically have a bell-gshaped probability
density function, but are always limited .2 an interval of length 2n. For
ease of computation we assume the phase error in op. denoted by cp, is
independent, identically and normally distributed,with zero mean and
variance ao. This assumption of unbounded phase error will produce a
slightly pessimlstic error probability. but the effect will be negligible
if the standard deviation % is small.

12)
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The quantity in brackets in (17) differs from the correct integer

.
o n__ by the amount o
Tt om (e -c )
;g:g A =864 _ o m
RN X &= —— —— (23) W
(o © Aom 2w N
oy
For correct determination of LY X, must be in the range (0.5, 0.5).
p. e Note that if |éd| were nearly equal to A g/2+ then correct determinacion o~
Eﬁgi of % would be guaranteed only if the phase mcasurement error (eo - em)
E:ﬂ; vers negligible. Practical ambiguity resolution requires selection of
- a beat frequency Ao; vhich is somewhat larger than 2{éd|. We treat
the quantity 44 as a zero mean random variable which is uniformly dis-
tributed over an interval of size somewhat smaller than kon
Let P: denote the probability that the computed value of nop is -
larger than the correct value by the integer £. Then ;é
P «P {2 -0.5<X <2+0.5) (24)
o m N
8 4
Define o1 Aop/xo,p-l and a xollxo. Note that the quantity in =
brackets in the first equation of (18) includes the error component, !!
qp-l if nop is in ertvor by 1. Consequently
PP« 7 PXP((t-ka_, - .5) <X < (t=ka_, + 0.5))
Pol yer P p-1 p-1 p-1
-
P=2,3, ..., » (25) B
vhere I refers to the integers and the composite phase error 2nxp_1 g
2 2
(up_l(so tp) (e, cp-l) 1s N(O, 2(QP_1 sa,gt 1)o_). Using the _
symmetry of uniform and normal random varigbles, it can be shown that g
PP ept forpe1, 2 s
P p p » 9 oecoyg B
Finally, from the second equaticn of (18), the probability that there o
1s no error inn  1is S
P - 2 Pk P{(-ka_=.5) <X < (-ka_ + .5)} (26) *-
°© i1 1 a o o * ‘
) -.) - 2 _ 2 -
vhera the compocite phase error Zxxo ao(co cl) € ie N(O,(Zao 2?°+ l)ao), g
The probability of ambiguity error is then given by
4 o
Pe s ] - Po (27)
(13) -
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Equations (24) - (27) define a recursive relation for the ambiguity

error probability P‘ which can be plotted against the standard deviation

9, for different combinations of auxiliary wavelengths, Figure 3 and

Table 1 show some example combinations under the assumption chat Aom > -
2.5/¢4d].

For each set of auxiliary wavelengths, :he'ambiguity error prob-

abilicy Pe decreases toward zero as I, decreases. pe is determined by the

element position uncertainty Idd;, the number of auxiliary wavelengths m, and
the -phase 2rror magnification factors Qs Gqe ceer Gp e Curve 2 of

CIRC SRR
e c .
I P
- .
"
o~
S

“ ) Figure 3 shows the error probability of the suboptimal example system
L :j of the previous section. The plots shown in Figure 3 suggest a lower
- bound on the error probability. For s given element position uncertainty,
$§'fé; it is always possible to select a proper combination of m, a_, Gys +cvs Qo 4»

and therefore the auxiliary wavelengths, to approach chis lower bound.

Eﬁﬁ .. This lower bound will be further reduced if |5d, is restricted to a smaller
;5; j;; ' fraction of Aom' Equations (19)-~(21) provide a good starting point for
;;i . determining mw and sslecting ae, Gl’ ceey am-l for ainimum Pe. Some empirical
[ ! design rules can be derived from Figure 3. In general, to reduce Pe it is best
:K‘ ” to arranga the values of ao, ml, seer G0 in the order of increasing
SRy

magnitude. For 9, less than 20°, the lower bound is approached if a,
-, : and oy are not larger than 2. Further reduction in the magnification

¢

factors reducaes the error probability only for larger 3, Furthermore,

- a, is the reciprocal of the fractional bandwidth (see (8) and (22)). There-

fore, a small c, results in a large bandwidth.
In summary, with a ressonable number and proper arrangement of

::e suxilisry wvavelengths, the ambiguity error probabilities in the multi-
) _frequency method can be made naegligible for o < 10° and can be maintained
belov 12 if o, is not larger than 20°.

L T RN
=

.
X Conclusion
;;i - A multifrequency method and an MLS method for ambiguity resolution
'!l > in phase multilateration systems for array self-cohering have been described.
~ The multi-frequency method has the capability of minimizing the effect of
;{ﬁ prhase measurement errors s&nd achieves negligible ambiguity error by
;23 ' utilizing & set of auxiliary frequencies at the expense of wider bandwidth.
a; i; The ambiguity error is reduced as the bandwidth is.iuncreased, For Gaussian
A phase errors, the ambiguity error probability is negligible for a phase
E:? :; error standard deviation smaller than 10°. The error probabilicy in-
N
S

- s
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. . TABLE 1
.

Auxiliary Wavelength Selaections For Figure 3 ;::
- (In order of decreasing error probability) f::j
" - :\

Curve Number of - . I
o Number FPrequencies  ‘om Wavelength ratios, ®y* 1 70 ---» @1 g

1 3 11 3.67 1.5 2.0 ' "
2 3 17.67 3.5 2.19  2.30

11 1.5 3.67 2.0

_'.a « 0
v ot
ol I..'. '

3
) 4 2 1l 3.317 3.317

¥
L

5 3 11 2.75 2.0 2.9
6 3 1 - 2.0 2.75 2.0

|l e

8 -3 11 2.0 2.5 2.2
- 9 3 1 2,226 2.224  2.224 -
| '

10 3 11 2.0 2.0 2.75

&

= 11 11 1.821  1.821 1.821  1.821 *

12 11 2.0 1.5 3.67
Vo 13 2.0 2.5

oo 14 11 1.61% 1.615 1.615 1.615 1.61% :2

w Wn N W
w

v 15 s 1.8 1.5 2.22

!,
¥ .
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creases from zer> to 1% as the scandard deviation increase from 10° to y
20°. . B a

The MLS method is based on the spaéial properties of the over-
detevmined self-survey equations and on limitad a priori knowledge -
of directional interelement spacings. In particular, it makes use
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of the property that the least-square phase error due to an ambiguity
inceger error is an order of magnitude larger than that due to phase
measurement errors. The sabiguity error probabilicy is dependent on the

accuracy of eatimation of the interelement spacings and the number of T

-~ possible integers associated with each beacon. Advantage of the -
N .
-?ﬁ periodic property of ambiguity incegers and of the singularity of the =

system mstrices ig taken to reduce the amount of coamputation by at
R-3 =

Si least a factor of n for a system of N beacons each of which has a i
-,f possible integer set of size n. If the phase errovs are independent,

:}: identically distributed Gaussian random variables, it is pointed out
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<< that the MLS wmethod reduces to a maximum likelihood method. ’
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A GENERALIZFD SELF-SURVEY TECHNIQUE

' *
FOR SELF=-COHERING OF LARGE ARRAYS

Eu-Anne Lee and C. Nelson Doray-
Ford Aerospace and : Moore School of Elec. Engr.
Communications Corporation University of Pennsylvania

ABSTRACT

A technique is proposed for locating the elements of a flexible
phased array sufficiently accurately to form high quality beams. The
technique requires beacon signal phase messurements and baseline measure-
ments, but does not reéuita the accurate beacon-location knowledge yhich
18 characteristic of radio navigation achemes, The effects of phase
measurement errors and baseline measurement errors on array beam gain

and pointing error are predicted.

. ;
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INTRCDUCTION

A very large phased array can produce a very narrow beam which is
ugseful for such functions as tracking, imaging, and direction finding.
Self-cohering of such an array can be difficult because most large
structures flex with time, and the array cannot be made riéid without
excessive wveight [1]: For example, the Valley Forge Research Center has
constructed an X-band (3 cm wavelength) synthetic-aperture receive-only
array consisting of 200 sample points distributed randomly over a 40
meter aperture on a suspended cable [2]. The elements are spaced
randomly along the dimension perpendicular to the line of sight, wich
average. sample~to-sample spacing of seven wavelengths, and the sample
positions vary randomly from their design values by a wavelength or more
in all three dimensions. A low frequency (75 MHz) s;gnal is cablgd to
a stationary transmitter and to the receiving element. This signal is
multiplied to X-band to provide the phase reference for both tranmsmitter
and feceiver. A 300 m x 300 m target region on the ground at a range of
seven kilometers 1s illuminated by narrow pulses from the transmitter
with a beamwidth of 5°. Quadrature detection is used to measure the
relative amplitude and phase of the targaet reflections at each element
position as the receiver is transported along the cable. These measured
phasors are processed digitally to form a high resolution image of the
target region.

A new array is under construction, consisting of up to 256 real
antenna elements placed randomly over & 100 meter diameter hillside region
for imaging of airborne targets. This array will be approximately planar.

In this array the low frequency reference signal will be passed through an
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impedance-matched power divider, distributed by cable to the elements, then

multiplied to x-band_ to provide the element phase references. .
The motivation for this article is self-cohering of a large, very -

sparse, random conformal, receive-only phased array. A self-survey
.}Q' technique for self-cohering of a large array is introduced in [3] and :?
;ég demonstrated expérimentally in [4). That technique requires knowledge -
E\: of the positions of a set of beacons. This article focuses on & generalized ‘
e self-gsurvey technique which does not _require knowledge of the beacon o
E;; positions. Although the technique is designed for sparse arrays in which =
;Tj mutual coupling can be ignored, it may prove to be useful in self-cohering :E
-»" of conventicnal phased arrays. e
Eii A twvo-dimensional radar image with high cross-range resolution :

requires a large aperture only in the cross-range dimension. Thus, a
one~dimensional (or linear) array with a fan beam is appropriate. If

the array is very large, the element positions cannot be controlled

N .

2 TR .
"-'l' R ‘afaele
[T Pt

.
r.o L}
"
“

&
P

accurately. Such an array is i{llustrated in Figure 1. Since element >~

position deviations perpendicular to the x-y plane have little effect =

'
S -

L4

on the beam, they can be ignored. Thus the array is essentially a two-

:
l.'
et
et 0"
.

’

.::‘;; dimensional array which forms beams in the plane of the array. It is
_-; such two-dimensional arrays which are the focus of the analysis in this -
E'-E article. It may be desirable in some applications to adjust the element ';::
;::EZ positions in order to conform to some surface éignificantly different
?_:-5 from a straight line. 1f most of the elements deviate from a straight i
line by less than 0.1 radian (as seen from the reference element) we ::-Jl

“

refer to the array as an approximately linear array.
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= e Figure 1 shows a two~dimensional receive-only array which forms 2

- 'i

- beams in the plane of the array. The system includes several microwave 3

4 L_ beacons in the far-fiald of the array. (These beacons can be passive J

) n

T point reflectors such as corner reflectors.) Ona of the array elements :

;: g is selected as a phase raference element and as the origin of the fj

f: coordinate system. Signals received at the reference element are

! = transmitted by cable to each of the other elements of the array. We '—‘

K Ny ' :f
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measure the signal phase (relative to the cabled referénce) at each array
element, then phase shift and sum the measured phasors in order to compute
the array output. The.smount of phase shift required at each element in
order to focus the beam is determined from the desired focal point, the
array element positions, and the de;ays in the cables. The generalized
self-survey technique uses simultaneously the phase measurements of the
beacon signals at a subget of the array elements to determine the re-
quired array element positions and the cable delays. It also provides,

as a byproduct, the beacon locations. The computed element positions and
cable delays are then used to focus the array for tracking, imaging, or

other purposes.

-

PHASE MULTILATERATION

The self-survey is basically a phase multilateration techmique. It
works as follows. The beacons are blinked consecutively. (ff the beacons
are passive, they must be at different ranges so the corresponding returms
can be separated.) At each element of the array, the signals received
from each beacon are compared in phase to the corresponding signals re-

ceived at the reference element (see Fig. 1). The relations between the

phase measurements and the geometry are identical with those described in
{3]. That is, the phase P1J of the jth beacon signal received at element
1 relative to the corresponding beacon signal received at the reference

element and delivered by cable to element i is

p,, = k(x’cosw

14 + yisinwj) + °i

3
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where (xi,yi) represents the cocrdinates of the ith element, @i i3 the

cable delay at the ith element, and ¢y, 1is the angle of the jth far-field

]
beacon relative to the coordinate system; k = 2n/)\, where )X is the wave-
length of the beacon signal. The measured phase difference corresponding

to transmission from the jth beacon {is

Q

3

o

3

[¢)

m (2] (=] [+]
¢ij - k(xicosw + y siny ) + o, + ¢ij - 2mij (2)

where'¢ij is the phase deviation relative to free-space theory (owing to

mulcipath, receiver noise, etc.) and n is the number of multiples of

i3
2m removed by the mod-2m meagurement process. The superscript "o
denotes exact values of Xgy Yyo wj' ¢i' and nij'
Two methods for determining the corfect ambiguity integers {nij}

are introduced in [5]). The first mechod tries each possible combination
of integers {nij} which is consistent with the region of uncertainty,
computes the least-square error of the self-survey solution corresponding
to each set, and picks as the correct combination of integers the one
with the smallest least-square error. The second meihod uses a sequence
of increasing frequencies to progressively reduce the region of un-~
certainty until there {8 no ambiguity.

Suppose the phase ambiguity in each measurement (the uncertainty

) has beent removed. Define ¢md - g7 Then ¢md and

3 15 ° %13 3 19
P, ., are comparable quantities. Measurements of the form (2) for M

1}

beacons and N elements (not including the reference element) produce

[}
1in ni + 21rn1

the equations

- w - -
Pij(xi'yi,¢i.wj) Oij i 11 s e ey Ml j l’ cesy N (3)
5
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We solve these equations simultaneously in a least-square error sense.

That is, Qe pick the variables Xgs Yoo 9y and wj to minimize

M N
2
ve 1 T 6™ -2, .1 (%)
=1 §=1 ¥ 1

The minimum of V can be found by equating to zero the partial

derivatives of V relative to Xis Yy» ¢ and ¢, for 1 =1, ..., M,

v J

J=1, ..., N. It is shown in the next section that the resulting 3M + N

8imultaneous nonlinear equations are not independent, but have a continuum

of solutions. In order to remove the dependencies (or degrees of freedom)

from the equations, a baseline element is defined (denoted the Mth element)

and its coordinates xM,yM) are measured separately from the self-survey

ﬁrocess. The remaining (3H+N-Z) equations are shown in (A-1) of the Appendix.
We can solve the equations simultaneously or we can process only

a gubhset of the elements and beacons at one time. For M elements and N

beacons treated simultaneously, we have (3M + N - 2) variables and MN

measured values. The number of measurements must at least equal the

aumber of unknowns in orderrthat the equations adequately define the

solution. Thus MN 2 3M + N -2, or M 2 (N - 2)/(N - 3), It is apparent

that the smallest number of beacons that can be included in the pro-

cessing group i3 N = 4, The corresponding minimum number of elements

is M= 2,

BASELINE VARIABLES

In this section we show that the equations for a two-dimensional

array have two degrees of freedom--electrical freedom and rotational

E-78
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freedom. Then we designate a pair of "baseline variables" which must
be measured separately from the self-survey process in order to elim-
inate that freedom and produce a unique solution. Equatjon (1) can

be written
pij - kticos(ei-wj) + ()

where (ri,ei) is the element position in polar coordinates. In this
polar form it is easier to recognize special features associated with
linear (or nearly linear) arrays. The freedom in the solution to the
self-survey equations can be thought of as changes in the variables
r1'°1'°1'w3 which do not effect the phase measurements Pij' If we
rotate the whole system (array and beacons) around the origin of the
coordinate system, the element positions and beacon directions change
but the phase measurements Pij remain the same. Thus, the solution

to the equations has one degree of rotational freedom. We explore the

degrees of freedom further for the case of a linear array (61 = constant).

Wichout loss of generality, we treat the case 6, = 0. If ve increment the

variables in (5) by the arbitrary amounts Gri, 661, ij, and 6¢i and let

ei = 0, the resulting change in Pij satisfies
6P1 6°1
—E;:—' - coawj[cos(GwJ-Gei)-1]~ainwj sin(6w1~6ei) + E;;
Gri
+ ——= [co (S =88 ) - =z
T [ec sy cos wj 88,5 sinszin(éwj 8.1 (6)
Let Gri = 0, 6¢1 = 0, and 661 = éwJ for all { and j. This set of

variable changes, which constitutes the above-menticned geometric
rotaticn, maintains GPij = 0. In order to remove the rotational

freedom, we fix one of the variables; for example, 68, = 0,
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The linearity of the array introduces a second degree of freedom.

ér 6:1
We now assume that 60, = 0, . and §¢, = 0 for al’ 4, and let —— = —=
i i T, rl

for all elements of the array (a pure stretch). According to (6) the

array can be stretched without changing Pij Ls

P
-Iél = coa¢j[coaéwj-1]-sinw sip6y

1 b ]
6:1
+ ;I—[coachosdwj—sinszinéwj] =0

or

cosy
cosy coady -siny siady

b b 3 3 - 1+6r1ar1 M

The nonlinear equation (7) can be solved, for each value of J, co yleld

a set of beacon position changes_{éwj} which will compensate for the array
stretch. For small values of the stretch ratio Grl/rl,_equation (7) 1is
approximately linear in 5wj and can be solved in closed form: ij =
(érllrl)cocwj. Computer simulations demonstrate that this stretch

freedom is a degeneracy freedom which arises only 1f the array is ex-
actly lipear.

The existence of the unknown cable delay adds a third degree of
freedom. Suppose that the array is linear (61-0), that 661 = 0 and 6r1 -
0 (no rotation or stretch), end introduce a phase tilt into the cable
delays: 6¢i/kri a 6¢l/krl for all 1. This phase tilt can be compensated

for by beacon position charcges {6y,} which satisfy

h|
&P
1 = cosy, (cosb¥,-1)-siny, sinby +6¢,/kr, = O (8)
kr1 ] J b ot
For small tilt factors 6¢1/krl, (8) 18 approximately linear in éwj, and
6wj ® 6¢1/krlsinwj. Comnuter gsimulations show that this electrical freedom
8
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also exists for arrays which are not linear, although the resulting
freedom is then more complicated than a pure phase tilt.

In summar+, the self-survey equations for a two-dimensional array
have two di “re:s of freedom, rotational freedom (inherent ir the geo-
metry) and electiical freedom (introduced by the cable delay). If the
array is exactly linear, the geometry introduces a third (stretch)
freedom.

Computer simulations demonstrate that, e2xcept for a perfectly linear
array,. iixing two appropriate variables in the equations will produce
& uaique solution. It is probably most convenient to designate one
element of the array as the baseline element and measure its coordinates
relative to the’reference element. In this article we asgsume such a
baseline has been defined and that its coordinates (xH,yu) have been

measured separetely from the self-survey process.

CONVERGENCE PROPERTIES

The nonlinear equations (A-l) of the Appendix have been solved by Naewton's
iterative mathod for a variety of geometries, using SO different sets of initial
estimates for each geometry (6]). Each set of initial estimates consisted
of element coordinates which deviated 1 to 6 wavelengths from the true
values, beacon anglaes which deviated 1 to 4 array beamwidths from the
true values, and arbitrarily chosen values for cable delays. The Newton
iteration consistently converged to within 4 significant digits of the
correct solution within 3 or 4 {iterations for initial estimates which
consisted of element coordinates within 3 wavelengths of the true values,
beacon angles within 3 beamwidths of the true values, and arbitrary

values for cable delays [7]. Since the mod-27 ambiguitias are assumed
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H to t een resolved, the remaining uncertainty in each element location _.'

:::-;: is less than one wavelength. Consequently, the initial estimate associated

"( with eack element location lies well within the 3 wavelength convergence

I\.l.

ﬁ radius. .

:‘ The good convergence properties described above assume adequate
'\.;{ accuracy in the computations. For a given array size, if the beacons -
-{ are too closely spaced the equations will be ill-conditioned. The beacon -
7 separatiorn, expressed in array beamwidths, {8 a measure of the equation
conditioning. The more ill-conditioned the equations, the more pre- _‘
"a cision is needed for accurate computation. Thus, if the target field .;;
:“ of view 18 very narrow, the array must be very large (the beamwidth ",
- ~
small) in order to permit accurate computation with limited computer ¥
precision. For exampld, computer simulations of four-beacon geometriés ;"i
'.‘-:'.:'- with a sixteen~digit computer showed that a minimum interbeacon spacing .
b of- tventy~eight beamwidths was required to guarantee that the round- '
o off errors would not 2ffect convergence.
] :!
,‘ TOLERANCE TO MEASUREMENT ERRORS -
.,‘ The estimates of element position (xi.yi) and cable delay °i pro-
.:Qj vided by the generalized self-survey technique described above will be -
in error because of the errors in the beacon signal phase measurements ::;
xj and the errors in the baseline measurements. These errors in the self- f:',.

survey, in turn, cause errors in beam formation. The self-survey is

_'- \."‘.' o
e

carried out primarily to achieve beamforming. Therefore we focus on the

’.
s

Jaltal

0
>

beanforming phase errors rather than the errors in the element positions

A . A
@ and cable delays. Y|
o =
I“

Y 10
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The vector of unknowns is

T
- * 9
x, [xl! yll Ol' ¢ony xH_l’ YM_l, ¢M_l' oM! U’l' 'PN] ( )

Ncta that Xy Yy are missing in (9) because the coordinates of a base-

line element, denoted by (xu. yH), are measured separately from the

L -\.

self-survey in order that the algorithm produce a unique solution.

Let XM aenote the baseline column vector [XM' yM]T and ¢ the vector

od
1]

In ordar to find the relationship between the errors dX in the

of phase measurements ¢,. in (3).

‘I—f.I'
LI

solution and the measurement errors ¢ and dxM which cause them, under

~he assumption that the errors are small, we take the total differentials

of the nonlinear equations {gp(X) = 0} in (A-1l) of the Appendix.

-
Al A

Specifically, we take the differentials of {gp(x)} with respect to the
ii ' variables zi, yi, wj' ¢i and ¢:§ and evaluate all the variables at thei;
- error-free values. The resulting equations, which are linear in the
error variables, can be expressed in the matrix form
ax = -u7'ro - wlLax (10)

) T . T T
whare dX -.[dxl.dyl,d¢1, very dwN] , dX, = ldxu,dyM] , &= [°11’°12""’¢MN]

aad °1J is the error in 0:?.

g

The elements of the matrix H are partial derivatives of the functions ']
- N
X
' {gP(X)} relative to the unknown parameters in X. F consists of the partial 1
oy
. derivatives of the functions {gp} relative to the phase measurement errors d
) |
< {611}. L consists of the partial derivatives of the functions {gp} relative ii
. to the baseline coordinates (xM.yH). The detailed expressione for H, F, i
.xl
o~ and L are given in the Appendix. )
¥ , ]
i »
A 11 B
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s In order to steer the beam formed by the array to the angle y, —
. e

! the signal received at element { must be phase-shifted by an amount -

E Pi - k(xicosw + yisinw) +¢i. The error 6Pi in cthis phase shift owing to o

> W WY
[

those self-gurvey errors which are associated with element i can be

b

represented by

6P1 = Rdxi i=1, ..., M (11)

where R = [kcosy, ksiny, 1] and dxi = [dxi, dyi. dé ]T. In the Appendix

BE ¢ PP LN AU P

i -
we derive the following structural form for GPi, the beamforming phase &
error at element i: -~

G |
. 6P, = lay,..ohaglfeg) ] + ke (85 0By Pnﬁr kri[Yil’YiZ]':raxM-? 4
: | k - :
N ¢ L] g _
l ‘ :
é where the variable r is the distance of the 1Ch element from the origin N ,:‘
a of the coordinate system, and k {s the wave number; a,, qqf and Yip '
i are complicated functions of the variables. The subscript i refers to g!
& the element at which the phase error GPi occurs during beamforming. The -
S subscript q refers to the element at which the phase measuyrement error ¢qj ;&
: occurs during the self survey phase measurement process. The subscript j -
? refers to the beacon associated with tha phase measurement error ¢qj' The :
i: subscript p refers to the error in the pth coordinate of the baseline element,
é . In most applications intended for two-dimensional radar imaging the -
S; array will be linear or approximately linear, as discussed in the intro-
EE duction. It can be shown that for a linear array Biqj and Yip are indepen-~ .
; dent of 1 [7]. In the succeeding tolerance analysis we focus on the ' éi
; linear array and drop the subscript 1 from these coefficients. In the ,

"
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-




R

PR i
NI

v w
Pl

AEMINEN
R

..
e
..
"
A
o

-,
-
a s

W3

it d

case of the linear array, equation (12) can be written in the form

6?1 = GPic + kriéPP + kri6PB (13)

where the subscripts G, P, and B are used tn imply that the three terms

of (13) lead to reduced gain, pointing error, and baseline-induced

pointing error, respectively, as described below. The error phenomena

are determined primarily by the k and r, structure of (12). This structure

i
1s derived in the Appendix.

PHASE-INDUCED GAIN REDUCTION

Detailed exumination of the matrices involved in (10) and (11) shows

that the coefficients a, depend only on the beacon distribution {wj} and

the beamforming angle §, and are independent of the array geometry and

the wave number k (Appendix). The first term of (12) involves the phase
measurement errors associated only with element i. Since gke coefficients
(aj} are identical for all array elements and the phase errors ¢ij which

multiply the a, vary randomly from element to element, GPLG represents

3

a beamforming phase error which is random across the array. According
to [8], such beamforming phase errors result primarily in reduction in
the expected gain of the main beam. Assume the phase measurement errors

(¢1J} are independent, zero mean, and identically distributed, with variance

N
0. Then 6P, . is zero mean with variance o2 = azaz, whera o2 & ) a®. The
¢ iG G $ 3 J

expected reduction in gain {is exp(-aé); if o, < 0.5 radian, the expected

G
reduction in gain owing to the phase errors will be less than 1 dB {8}.
A typical curve of a as a function of beampointing angle {is given in

Figure 2. It can be shown that for most distributinns of the beacons,

13
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@ <1 for beam pointing directions within the spread of the beacons [3,7].

Cousequently 0, < 0,. For certain poor distributions of the beacons, such

G~ ¢
as those for which beacons are bunched into two regions, the value of a
can grow large for all pointing angles except those im the angular spread

of each bunch, We refer to this magnification of measurement errors owing

to poor beacon geometry as geometric dilution of precision (GDOP).

PHASE-INDUCED POINTING ERROR

The Appendix shows that the second term of (12) is proportional to

T, and independent of k. The factor kr1 is removed in (12), leaving Biqj

proportional to ); 8i jalso depends on the beacon distribution, the beam-
q
forming angle, and the array geometry. Each coefficient Biqjincludes

a factor of the form qu, where T is the radius to the qth element

and U 18 shown in (A-13). Consequently, is inversely proporticnal

8
iqj
to the array size. That is, if all dimensions of the array are doubled,

each Biqj"ill be halved. If the array is linear, it can be shown that
Biqj" qu. Under ‘the previously mentioned assumptions concerning the

random phase errors {¢

al MN
2 22 2 2
variance op * 8 00' vhere 8 = Z Bq. A typical curve of B8 versus
=1

beam pointing angle ¢ is showm in Figure 2. We computed 8(¥) for 50

}, the pointing error GPP is zero mean with

randomly selected geometries, each consisting of 4 beacon positions and

6 element posicions; the element; in each geometry formed a linear array.
The simulations consistently showed that for pointing directions ¢ within
the spread of the beaconi, 8 < 0.3 A\/L, where L is the length of the array.
Thus, we expect B to be significantly smaller than the array beamwidth.

It follows that the standard deviation in pointing error owing to phase
measurement error can be expected to satisfy o

< 0.3 % In practice,

P 00.
the array elements would be surveyed in groups of 6, each group forming

a subarray of about the same length (L) and using the same baseline.

15
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BASELINE-INDUCED POINTING ERROR

The chitd term of (12) pertains to baseline measurement errors.
The Appendix shows that the third term of (12) is proportional to kri.
The coefficient Yip depends on the beacon distributinn, the beamforming
angle, and the array geometry, but is independent of wavelength; Yip in-

cludes a factor of the form rMU, where ™y is the length of the baseline

and U is shown in (A-13). Therefore, Yy is inversely proportional to

ip
array size L. If the array is linear, it can be shown that Yip * Yp-
The baseline ertors'{dxu.dyn} are also independent of i. Therefore, if
the array 1is linear the third term of (12) produces a phase tilt across
the array, and thus a oure pointing error in the beam. It is interesting
that even a pure stretch error in the baseline (SyM-O) causes a pure
pointing error in the linear array. ‘

Assume the baseline measurement errors dxM and dyM are independent,
zero mean, and identicall} distributed with variance o:. The resulting
baselipe-induced pointing error GPB is then zero mean with variance 02 -

B
2
yza:. where YZ - Z yg. We computed v(y) for the 50 randomly selected

linear array geomi:iies described earlier. A typical result is shown in
Figure 2, The simulations show that for oointing directions within the
spread of the beacons, f < '2/L, conséquently, dg 72 ax/L.

If the same baseline 1s used in self-survey of each subset of
elements of the array, and if the length of each subset is approximately
the baseline length, then the resulting pointing error in the full array
will be 2gsentially the one predicted by GPB (with variance oB). The
pointing error does not avply randomly to each pointing direction.
Rather, the pointing error will typically exhibit a smooth unimodal
change as the beam is scanned aérosa the target [4]. Thus a target will
be stretched or shrunk according to 1its position within the spread of

16
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the beacons. The total stretch (or shrinking) of the whole beacon spread
is in the order of Op- Similar comments can be made concerning phase-
induced pointing error; in the imaging process, atter the self-survey
has been completed, it typically exhibits a smooth unimodal variation

across the array.

ERMOR TOLERANCE SUMMARY

In sum, we make the following conclusions concerning an array
which 1s self-cohered by the generalized self-survey technique' described
in this article. Only four beacons are required. We assume the
gelf-cohered array is used for beamforming or imaging only within the
spread of the beacons. For any reasonably uniform distribution of thase
beacons, the errors in beacon phase measurements and in bastline measure-
mentg cause limited gain reduction and pointing error during imaging.
The gain reduction and pointing error vary smoothly and unimodally
across the imaged region. Consequently, the image of a target of some-
what limited extent is slightly stretched or shrunk, and the
intensity relative to sidelobe artifacts 1s slightly reduced.
If the array is linear (or approximately linear) the gain reduction is
due primarily to the beacon phase measurement errors. The expected gain
reduction factor is exp(-o:), where a: i{s the variance of the beacon phgse
measurement errors. For the linear (or approximately linear) array the
pointing error has two statistically independent components, caused by
the beacon phase measurement errors and baseline measurement errors,

respectively. The standard deviations of thege two components are

17

E-89

"l .

[ed
‘ o,

2
“_s

v .
e !
.

&
r.A 2 & a

’
’

KA TN

Al

SRR
!

,,
@
]

A A

s

“
1
‘




.

C BN A . AS . .

e T ) " ENERC ¥ 4t

~

e WUW e R SEERER

R R N )

g
P % Ty and ag = /5-7§ (14)

vhere L 1is the array size, A is the wavelength, and ox is the standard
deviation in each component of the baseline measurement error. Suppose
a¢ = 0.5 radian, L = 1000\, and 9, " A. Then the expected reduction in
gain owing to self-survey errors would be 1 dB and the corresponding

standard deviation in pointing error would be 1.4 mraé (1.4 beamwidths).

The phase errors in the target data used for imaging are not included
in this analysia. These additional phase errors, if random across the
array, would lead to additional gain reduction. If the array were not
approximately linear, the second and third terms of (12) would also
lead to some beam defocusing and gain reduction in addition to the

pointing error.

EXTENSIONS
Reference {7] shows that the atandard deviation ow of the errors
in the computed values of the beacon angles, owing to the measurement

errors, satisfies
ot c0.3200% (ﬁa—")2 (15)
y - ‘"L V¢ L

This result may be useful in certain direction-finding applications.
Reference [7] also describes the extension of the self-survey process

to 8 three-dimensional geometry. The cﬁree-dimensional equations result
in more degrees of freedom (baseline variables) than the twc associated
with the two-dimensional equations. The convergence propoeties and the
tolerance relationships for the three-dimensional system have not been
thoroughly analyzed, but are expected to be similar to those of the two-

dimensional system.
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EXPERIMENTAL SELF-SURVEY

The self-survey algorighm has been cxtended to near~field, synthetic
aperture-systems and used to successful cohere experimental X-band (3 cm)
synthetic aperture radar data {9]). The experiment used seven randomly
selected synthetic aperture element positions spread over a linear 27 m

aperture. Reflections from four corner reflectors in different range

bins at a range of approximately 250 m were used as beacons signals.
The element positions were measured to within about '1/3 wavelength.

The beacon (corner reflector) positions were measured to within about
1.3 wavelengths. Omne of the element positions was selected as the re-
ference element and for each beacon its round trip phase delay was sut-
tracted from the round trip phase delays at six other elements in order
to obtain phase delays relative to the reference element. These
differential phase delays were used in the self-survey algorithm to
compute the six-element positions. The six-element array (plus re-
ference) was used to image the neighborhood of one of the cormer
reflectors uging only the measured element positions, resulting in a
poor image with sidelobes higher than the main lobe. The imaging pro-
cegs was repeated using the element positions computed by the gelf~-
survey process. The latter image was essentially the image exvected
from a perfectly surveyed seven-element random array. The direction of
the image was shifted from the measured target direction by an amount

esgentially equal to that predicted by (14).
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SUMMARY

A phase multilateration scheme is used to locate the elements of
a very large, very sparse, poorly surveyed array with sufficient accuracy
to permit formation of high quality beams. The scheme requires phase
meagsurement, at each element, of the signals from each of four point
targets or beacons. These target signals must be separable in time
(or range). The scheme also requires measurement of the location of
a baseline element. Errors in these self survey phase measurements
and baseline measurements lead to gain loss and pointing error during
beam formation. The expected loss and pointing error are derived for the
typical case of an approximately linear array. These errors do not
cause serious image distortions for beam pointing directions within
the spread of the beacons. These conclusions have been verified

experimehtally with synthetic aperture radar data.
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APPENDIX - STRUCTURE OF EQUATION (12)

'3: The self-survey equations are obtained by equating to zero the

:if partial derivatives of (4) with respect to Xy yi(i-l, ceey M=1)3 ¢i :?
u (1=1, ..., M); and 'Dj (=1, ..., N). These four sets of equations are: -
N N

8y jf (¢1j-kx cosy,-ky siny -4, )(kcoswj) = 0, f=1, ..., (M-1) =~ s
- . N

f;ﬁ 8(14M-1) "~ jZ (¢ 1) % 1 co8¥~ky, sfap ¢ )(ksinwj) =0, i=1, ..., (M-1) E

A% '
H

o N \
= gmm_z)-_jg (9 11 =lx cosy, ~ky, siny, =9 ) =0, =1, ..., M - -
. Mo L
,\ 8 (y434-2)" 121(¢1J-kxicoswj-kyisinwj-¢i) (kxisinwj-kyicoswj) = 0, .
o f A]
e =1, ..., N I N
- . "
o The tolerance equations consist in the total differentials of the equations 4
‘ (A-1) subject to the conditions ¢md 2 k(x,cosy +y siny, )+4,. They can be -
L 13 i J 71 3 i
o vritten in the matrix form o
k2 ' |
s _ ]
e HdX + F 0 + LdXy,= 0 (A—Z)_.%
e -’}
% where dX = (dxpy dyps dops cees dmg g dyyye deyge dow, duy, e, dhy)s dXy =
::s'.s- (dxu, dyH)' and § = “11’ cesy ORN)' The tolerance results in this paper re- j
quivre determination of the k and r, structure of (10) where r, {s the radial 1
coordinate of element i. This Appendix presents the k and ri structure of G

'4 » -
o H l, F, and L. H can be partitioned in the form .1
i A n, }‘
H= LC D- (A’3 1
|
22 7|
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where A and D are square and invertible.

-1 a"tea 1B (0-ca™l)lca
H -

-(p-ca~tp) tca™t

We show only the structure of k and r

Blank entries are zero.

TR ETE T VTR TFTATRTYTITYERYAAYS
I A L R )

-1

i

Then

A lBn-ca™ip)~?

(0-ca~tpyt

in each of the following matrices.

Each non-zero element includes an additional

trigonometric factor which depends on beacon angles and element nosition

angles. Signs of entries are ignored

Equality of two entries does not

iwply equality of the corresponding undisplayed trigouometric factors.

(A-4)

TAT AT T TR VR T LY Y RNV .
At .t W T, a _a Id . - - - e B Bl Rl

-

S

T

b9

L |

2
N
..'"1
...-1
L "
.Y
- o

e ta ‘a_s

e

" a”

e -

. a
P

2 B A

The detailed derivation of the matrix structures is given in [6]. The
derivation makes use of the relation xis.inwj-yicoaw-1 = risin(wj-ai).
: P
PCVC I b
{ ﬁlz y) : I *
' Pk Kk k ! '
1
| ) . ! M-1
| y |
H )
g i
1 |
! ki k2 k]
i i
) 1 A
As|k® & o« i i . (A-5)
1 i :
P L
i . . ! © M-1
1 !
. i i .
] .
: -
. : :
kz K k|
! i
; ] .
| 1 i
kK k1! |
| )
q = ]
i kK k1 i :
i :
. P M-l
1 )
! i
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where each term in each sum has an undisplayed trigonometric factor. There-

AR [N

et ML

R

fore we conclude that each element of (D-CA-IB)-] is of the form U/kz. where

sum of products of order (N-1l) in ) r

2
: 1
I;a U - (A-13 )

[l I 4

N

M
sum of producte of order (N) in z r
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For purposes of this article we care only about the first 3M-2 elements
of dX; these are determined by the two upper blocks pf H-l. Thus, if

2 8 3
dXi - (dxi. dyi, d¢i), R (kcosy, ksiny, 1), and 6P1 Rdxi. then

-1, -1,
691 -R(A ¢ 0)1(F0 + dem)-R(TCA .T)i(F@ + Lde)

where the matrix subscript 1 denotes the ith 3-row submatrix, and T s

A lsp-ca”1B)l. Note that (A‘lEO)1 L = 0, and that

M/ . .. 1/k!

- ' !
(A lgo)ip -0 El/k .. llki ol
i1 ... o1 4|
1 1
th . >~ l J
i N-colum submatrix

Therefore the first of the two terms in (A-14) {3 a linear combination

of (¢il . ) as in the first term of (12); a, 1s independent of

¢ 9 oiN j
k and LT but includes a trigonometric factor imvolving ¢, (¢

k|
The 1th 3-row submatrix of the factor A-lB in T is proportional to r

}, and (ei}.

g
Therefore, the second of the two terms ia (A-14) has a linear factor T,
Examination of the matrix products in the second term of (A-14) shows

that the portion associated with ¢ is independent of k and the portion
assoclated with dxm is linear in k. Thus the form of (12) is established.

Each of the coefficients Biqj and v in (12) includes a factor of the
P

i

form qu/k and a trigonometric factor invoiving vy, (wJ}, and {81}. Each

of the coefficients Yip includes a factor of the form rMU and a trigono-

metric factor involving ¢, {(y,}, and (61}.
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*
5. SYNTHETIC APERTURE NEAR-FIELD SELF~SURVEY

C. Nelson Dorny Tianhu Lei

In previous articles we have described a general self-survey technique
for self-cohering of nonrigid antenna sysiems [l]. In this article we ex~-
tend that work to synthetic aperture systens and to near-field targets. We
also demonstrate the capability of the technique with real synthetic aperture

radar data.

Near-Field Bistatic Receive-0Only Array

Figure 5.1 defines the geome-ry of a random array and near-field point
reflectors. The coordinates of the ayvay elements and the point reflectors
are known approximately, but not to the accuracy (\/10) necessary to permit
direct computation of the phase shifts required for beamforming and imaging.
The purpose of the self-surve; is to generate sufficiently accurate airay

element coordinates to permit beamforming and imaging.

Y REFLECTOR j

L7 il Gt ? ELEMENT
w_ )
ii

FIGURE 5.1 RANDOM ARRAY WITH NEAR-FIELD REFLECTORS

Assume a pulsed RF signal is transmitted from the reference element at
the origin, and reflections from the targets are received at each element, in-
cluding the reference element. Assume also that the reflected signals can be
separated in range. The phases of the signals received at each of the ele~
ments are mcasured relative to the signal received at the reference element.
The theoretical phase delay for the signal reflected from point j and re-

ceived at element { is

Pij = k[Rj - /(Rj

*This work is principally supported by the Air Force Office of Scientific
Research under Contract No. AFOSR-82-0012.

QPR lo. 42

coawj-xi)‘ + (stinwj-yi)z] +to, (1)

E-101

AT 1t

XA} SR

s
1%

R

o T

PR
M

Lo

LA

PR
f ’

YA

Y

.o

&

.




. . .
. Tt T

et
ALY PRI

XN

e,

l-' I, ‘n' ,' ‘_l .2 ,l‘ g 4" ,...

P S
o7

L]
.

Y
&

R

_..
Vel

1@

Prin-S R

e

7

>y Y s

N

A

-68-

where ¥ = 2r /) and 61 is the phase shift assoclated with carrying the refer-

ence signal from the reference element to the 18 element, either by cable or

broadcast [1]. The corresponding measured value of the phase delay in (1) is

denoted ¢:j. The phase shifts associated with transmission and with reflec-

tion from the targets are removed by the phase comparigson process,

The phase
shift associated with the receiver 1is included in ¢i.

The self-survey technique consists in choosing values of the variables

(xi,yi), i=1]1, ..., N, and (Rj,wj). j=1, ..., M in such a way as to mini-

nize
IRRE
Q= (P,,~%,,) )
1=] y=1 7Y

The minimization is carriad out by applying Newton's method to the set of non-
linear equations obtained by equating to zero the partial derivatives of Q
with respect to Xis Yi» oi, rj, v,

The minimization in (2) 1is essentially a multilateration process. Thus
the distances from elements to point targets must be known accurately a priori
(to approximately A/2) to determine the actual phase delays °:j’ rather than
the mod 27 values which are obtained from the phase measurement process. The
equations derived from (2) have a unique solution if appropriate baseline var-

iables are measured a priori.

if Rj + =, (1) reduces to the far-field phase difference
Pij - k[xicoswj + yisinwj] + 4 (3

Lee (1] analyzed the self-survey process in detail for far-field point targets
(or beaconsg). He demonstrated satisfactory convaergence properties of the New-
ton iteration, and derived the effect of phase measurement errvrs on the com-
puted coordinates. He concluded that the technique will determine the element
coordinates sufficiently accurately to form high quality beams within the ang~
ular spread of the point targets used for the self-gsurvey phase data.
It can be shown that different coordinate systems must be used for the

elements and the reflectors or else the equations will be degenerate. We

choose to use rectangular coordinates for element positions and polar coordi-
nates for reflector positions.

The phase Pij of (1) and the associated self-survey process apply not only

QPR No. 42
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to real receive-only arrays with fixed transmitter at the reference element,
but also to equivalent synthetic aperture systems. That is, if the reference
element at the origin transmits repetitively and the sequence of reflections
is received both at the reference element and at a single moving receiver,
then P,, of (l) corresponds to the phase difference which exists when the

1 th

recelver is at the i position (xi.yi). Thus the self-survey process can be

used to survey the sequence of positions of the moving receiver.

Near-Field Monostatic Transmit/Receive Array

Suppose a single transmit/receive element transmits a sequence of RF
pulses and receives the reflections from the point targets as it traverses a
path beginning at the origin. In Figure 4.1, element i would represent the
positien of the element during transmission and reception of the iCh pulse.

The round trip phase delay for the ith position is

siny (4)

wvhere ¢, includes the phase delays in the transmitter and receiver (which are

3

independent of 1 and j) and the phase delay owing to the reflection process at

P, = 2k YR, cosy -xi)‘ + (R

1 5 | -yi)Z + ¢

3 3 ]

the target (which we assume varies from target to target, but does not vary
significantly with array element posicion). The measured phase delay, adjusc-

ed to reflect actual delay rather than the mod 2n phase measurement alone, is
®

i3
tem by carrying out the minimization of (2) with phase relations (4) instead

denoted $ A self-survey could be performed for this synthetic-aperture sys-

of phase relations (1).
An alternative approach to self-survey with the monostatic synthetic-aper-

ture system is to subtract the round trip phase delay P from the correspond-

. 1]
ing phase delay at a reference element position Po for each of the transmit-

3
ted signals in (4), thereby producing

P P - -x.)% +
p1j - poj - Pij = 2k[Rj /(choswj Xy) (RJ
-m ~M

The self-survey process consists in measuring ¢TJ - ¢oj - ¢ij' then minimizing

(2). The structure of (5) 1s essentially the same as the structure of (l);

sinwj-yi)zl (5)

it differs only in the factor 2 and in the missing cable delay ¢i. Thus

esgentlally the same computer algorithm can be used fcr self-survey of the bi-

static array and the monostatic array. Note that the synthetic-aperture
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equations (5) would also apply to a real transmit-receive array 1f transmissions
occurred sequentially, element by element.

In the subtracted-reference version (5), it is a differential distance
from element position to point-target position that determines the phase delay
Pij vhereas in the non-subtfacted version (4) it is the absolute distance that
determines the phase delay Pij‘
sion is less sensitive to the absolute position of the point targets. That is,

Consequently, the subtracted reference ver-

if the a ~riori measurements of the point-target positions and element posi-
tions are not sufficiently accurate, the conversions of the mod 2m measurements
of round-trip phases to true delays are ambiguous. However, thé'ééétioné.of |
the ambiguities which are owing to the target position measurement errors are
approximately the same for all element positions. Therefore, the conversinn

of the subtracted-reference mod 21 measurement of round trip phase to a true de-

lay is much less likely to be ambiguous.

Simulation of Subtracted-Reference Synthetic-Aperture Self-Survey

The subtracted-reference self-survey algorithm was tested for a number of
different plunar geometries, each consisting of saven elements and four point
targets. In each geometry the array elements were somewhat linear in place-
ment and the targets'were grouped within a 10° field of view somewhat toward
broadside. The error-free subtracted-reference phase delay measureménts were
simulated. One of the geven elements was selected as the origin and another
was chogen as 8 baseline element with measured coordinates. Thus there were
eighteen equations to be solved by the Newton iteration. For each geometry
the algorithm was tested using a variety of initial guess values for the ele-~
ment positions and point-target positions. The guess positions deviated from
the true positions by as much as twenty-five wavelengths. (However, since the
phage delays were error e, no delay ambiguity was introduced by use of
these large initial position errors.)

For those sets of initial guesses which lead to convergence, Q converged
to within 10-10 within seven to eight iterations. The regions of convergence
for the array elemen;g.quughe point targets had the shapes and sizes_shown
in Figure 5.2. Note that from a convergence standpoint the most stringent re-
quirement on a priori knowledge of element position is in the direction toward

the target region; the tightest requirement on a priori knowledge of target
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Ax1 = 10X
(em.r.utr)n Ay, dyy T3
3oy / Ay 8R; = 25
. :\ L Rj8U, < A+ 2.5\
W)

L"A't "‘{—_r

IGURE 5.2 REGIONS OF CONVERGENCE FOR ELEMENTS AND POINT TARGETS

position is in the cross-range direction. It appears that the a priori posi-
tion knowledge can be in error by at least one wavelength for each of the ele-~
ments and positions without affecring convergence.

The algorithm was also tested for various geometries using simulated
phese measurements with random phase errors. In each case the geometrically

correct positions were used as initial guess values. In all cases the algo-

.rithm converged withi: two to three iterations. The tests were carried out

for phase error sets with rms values less than or equal to 0.5 rad. The rms of
the resulting errors in the element positions was less than 0.2 wavelengths
for uniformly distributed phase errors and less than 0.8 wavelengths for nor-
mally distributed phase errors. Some of the tests used the geometry of the
Valley Forge Research Center test site (shown in Figure 5.5). For this geom-
etry the element-position and point-target position errors which were intro-
duced by the simulated phase measurement errors exhibited the patterns shown
in Figure 5.3. These error patterns ate consistent with theoretical sensitiv-
ity analysis. For the VFRC geometry and the theoretical difference phase (5)

it can be shown that

2 3 IR 3
i. -’/.ii_. s 2 1 z 30
3% - : 2,16, 37 3P Rj (6)
13/ °F1y 13 13 :
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FIGURE 5.3 DISTRIBUTION OF SELF-SURVEY POSITION ERRORS (OWING TO PHASE -
ﬁ : MEASUREMENT ERROR).

&

Array Radiation Patterms -

After the positions of the elements are determined by self-survey, the -
computed element positions can be used to compute the phase delays necessary
to cohere the array at any (near-field) point within the angular spread of the !
target points used for the self-survey. Of course, for near—field focusing
the concept of a beam is not well defined. Rather we must speak of a focal
region, We present the equations for the focal patterns for both the bistatic
and the monostatic (synthetic—-aperture) arrays.

Assume free space propagation, no medium or system losses, isotropic re-

flectors and omnidirectiocnal antenna elements, with the geometry shown in

Figure 5.4. Suppose we wish to focus a bistatic receive-only array. The sig-

Egé nals received at the elements must be individually delayed and added together.

;&;: The phase delay (relative to the reference element ic ihe origi: ) to apply o

Q}; to the signal received at element 1 for focus at (R,y ) is -kdi. By a method
'_ similar to that used to derive the radar equation (2], it can be shown that _

iﬁé the bistatic near-field radiation pattern for focus at the point (R*,w*) is

\_'.'- N 1 .
o [ 1 T explak(l-L))]
i ApRyy) = Byl ize 2 (7

L% ' L o* ' ’ o
DO i=0 4 : ‘
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* »* *
where Li and L1 can be expressed 19 terms of R , v , R, ¥, Xy and vy

On the other hand, suppose we wish to focus a monostatic éynthetic-apert-
ure array. In order to focus the array at the point (Rt w*) we phase delay the
signal received at the 1Ch posicion of the element by the amount -2kd:, relative
to the reference element position, before adding of signals across the apercure.
The corresponding monostatic near-field radiation pattern for focusing of the
synthetic-aperture array is

/ fL exp[j¢k(L Ly )]
LO

PH(R.U/) - \

(8)
1

12
i

I (~2Z

Note that the monostatic synthetic-aperture radiation pattern (8) differs from
the bistatic receive-only radiation pattern (7) primarily in the factor 2 in
the exponents of Li and LI. As a consequance, the distinctive difference be-
tween the monostatic pattern and the bistatic pattern is an approximate halv-

ing of the beamwidth in the synthetic apertyre carse.

FOCAL
Y (%YM £ point

TARGET
POINT

-/ .
FIGURE 5.4 GEGMETRY FCR NEAR~-FIELD FOCUSING

Experimental Self-Survey and Beamforming

Figure 5.5 shows the geometry of a monostatic synthetic-aperture experi-
ment which was carried out at the VFRC test site. X-band (3cm) data were taken with
a single moving transmitter/receiver at 100 random positions along an approxi-
mately linear path [3]. Reflections from a region containing. corner reflectors

were received at cach element position. The amplitude and phase of the return
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were measured at the centers of sixteen range bins, each 9 m in length. The
field of view of the transmitter/receiver was 8°. The element positions were
measured to within approximately 1 cm. The corner reflector positions were
measured to within approximately 4 cm.

Seven element positions and four reflectors were selected for use in the
self -survey. The measured positions were used to compute element-to-reflector
distances in order to convert the mod 27 phase measurements to true phase de-

lays. One element position was selected as the reference position. For each

range bin of each of the six mnon-reference element positions the measured phas-

or was rotated by subtracting the phase at the corresponding range of the ref=-
erence element signal. This subtraction process produced measurements of the

subtracted-reference phase delay (5). The reference gubtraction process

[/

S COANER
REFLECTORS

100 RANOOM
CLEMENT
LOCATIONS

Y o

RIS I
.

L s

FIGURE 5.2 GEOMETRY OF X-BAND SYNTHETIC APERTURE EXPERIMENT

should have removed any delay ambiguity that might have existed in the direct
element~-to-reflector phase delays owing to the large inaccuracy in the reflec-
tor position measurements, because the reflector posit.ion error would cause
esgentially the same ambiguity error in the computed values of all the -eflec-

tor-to-element phase delays.

Tre subtractei-reference phase-delay data for the six elements and four

reflectors wure sed in the self-survey algorithm to obtain computed valueq of
element positions and reflector positions, using the measured positions as

inizial values for the Newtun iteratisn. Ome of the element positions was ..e-

lected as the baseline element, and consequently its coordinates were not com-

puted *n the self-survey process. The computed pogitions satisfied Q < 1.45 rad
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where Q is defined 1in (2). Thus the rms of the computed values cf the phase errors
m

(Pij. oij) 1s only 14°. The rms of the difference between measured element positions

and computed element positions was less than 0.6 wavelengths. Thus the computed so-
lution fits t e measured phasz aata very well, and agrees with the‘measured position
data to within the accuracy of the position measurements.

The 6 element positions computed via the self-survevy were used wicth the phase
delays described in connection with the monostatic synthetic-aperture radiation pat-
tern (8) to electronically scan the focal point of the array on a cross-range path
through one of the reflectors, by selecting from the sixteen range bins of directly-
measured amplitude and phase data for each of the 6 element positions. The 6 ele-
ments were spread over a 22-meter aperture. Thus the far-field region was at least
10 im from the array. The scanned image of the ¢~ v reflector is shown in Fig.
5.6a. The crosg~-range focal width (or beamwidth) !+ 4.7 milliradian and the rws
sidelobe level is =7.3 dB. Although the reflector, at 240 @ range, was in the near
field. these measured beam parameters are close to those predicted for a linear
random six~-element array that {s perfectly focused in the far field. namely 0.693
wrad and -7.7 dB [4). According to far-field random array theory, the 0.4 dB dif~-
feren;e in gain relative to sidelobe level is consistent with random phase errors
with rms value 17°., This level of phase error is consistent with the 14° rma phase
errors found during the self-survev compuratinn. That 1s, according to the toler-
ance theory for far-field self-survey equatious (1}, phase errors in the self-
survey phase measurements caus~ errors in rhe computed positions which, 1in turn,
lead to phase errors during beumforming that are of the same level (14°) as phase
errors §.- .2 self-yv., vey phase measurements. The target signals weasured during
the imag,:. process are praog med to contain independent phase ervors of the same
level (14%) as the self-survey signals. Therefore, the rms vaiuve of the sum of
the two sets of phase errors would be expected to be approximacely /5(16°)- 20°.

The imaging process was tvepeated using the measured elemenr positions rather
than the element pnsitions obtained by self-survey. The resulss are showm in
Figure 5.6b. Note the aignificant reduction in gain (or the equivalear increase
in sidelobe level). The paiq is down, relative to a perfectlv frcused array, by
1.8 dB. According tc far-field random arrav theory, a gain reduction of this size
{s consistent with ran phase errors with rms valve 37°, The f{mproved focusr

~wi , ro the self-purv. ., apparent.
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FIGURE 5.6 1IMAGES OF CORNER ﬁE?iECTOR AT RANGE 240 m
(a) Element ponsitions from self-survey )
(b) Measured element positiomns -
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Figure 5.7 shows the -1 dB level curve of the image of the corner reflec-

'.v.'- "\ e

tor obtained by performing several scans at different fotal ranges using the

element positions from the self-survey. Table 5.1 shows the position of the
peak intengity in the image of Figure 5.7; it also shows the position of the
corner reflector as measured and as computed by the self~-survey process. Accor-

ding to the tolerance theory for the far-field region (1], errors in measure-

IR “ 5
L ..,‘... e wh

ment of the baseline element persition and errors in the self-survey phase
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measurements each corrupt the computed element positions in such a way as to

aa e «d7

cause errors in the computed reflector direction and also errors in the beam-

0 pointing angle during imaging.

P

I
1

The variations in beam pointing angle shown in Table 5.1 are in the order

oW
- Y

of 0.3 mrad. According to the far-field tolerance theory, this error is too

-

LT I T
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large to he caused by the 14° phase errors arising from the self-survey process.
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The theory also shows that a 0.3 mrad pointing error is consistent with a 0.5
cm error in position of the baseline element. These numbers were verified by
computer simylacion for the near-field geometry of the experiment., Thus, the
accuracy of the target reflector location is consistent with the accuracy in

measurement of the element positioms.

* %
R b
(lleters) (Radians)
Measured 235.43 1.1214
From Self-Survey 226.49 1.1208
236.49 1.1211

From Image

TABLE 5.1 CORNER REFLECTOR POS1TION

It is apparent that the self-survey process is effective with real radar

data. The array which consisted of these six elements was also used to 4mage

the region containing the fifth corner reflector at range 150 m (Figure 5.95).

This reflector was not used in the self-gurvey process; it was smaller than the

other four. The intensity of the received returns was < gb of those from the

larger corner reflectors. Consequently, at the array the reflections were not

distinguishable from the clutter.
The resulting image is shown in Figure 5.8. Table 5.2 shows the accuracy

of location of the reflector.
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FIGURE 5.8 IMAGE OF WEAK CORNER REFLECTOR AT RANGE 150 m
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*
R o
, (Meters) (Radians)
Measured 149.47 1.1202
From Image 149,42 1.1963

TABLE 5.2 THE FIFTH CORNER REFLECTOR POSITION

The self-survey process 1s being repeated for a number of other sets of

6 elementr. The sets of cowputed positions will be used simultaneously to form

a focused beam with lower sidelobe level.

C. Nelson Dorny
Tianhu Lei
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3 8. LOSSY TRANSMISSION LINE MODEL OF A MICROSTRIP SLOT ANTENNA*

»{_ -:‘
NSy Moshe Risliuk 5
g Microstrip-fed slot antennas can be used as radiating elements of large air- o
“ borue, or spaceborns, conformal adaptive arrays at frequenciss ranging from UHF »
',-:_"' (0.5 GHz) to EHF (150 CHz). Compared to microstrip "patch" antennas they re- (-_‘j

quire lass space, and preliminary investigations {1,2) show that they might op-
::: erate at wider frequency bands.
The radiation pattern of a microstrip slot antenna had been measured and
reported in (1], and 1t does not differ from the pattern of conventiomal slot

B SRR CRR g

el Al et —h A

rote
,l[. antennas.
AN The input impedance of microstrip slot antennas has been studied in [1]

U i
A W and [2], but the obtained results do not take into account the thickness of the ]
? 3 copper cladding and che width of the folded microstrip lines around the slot ']
i:: - ("a" in Figure$8.1). : S
" o . An approximate mathod for the evaluaction of the input impedance of a micro- \-j
{'.: strip slot antenna is presented. The method is based on the lossy transmission "1
! ' line model of siot radiators. 2
O The upper view of a slot antenna fed by a 50 Q microstrip line is shown in -
N '
e Figure 8.1.
G : 7
" 1 -
! w ;3_ -1 ; o
!'j :'-', ] ‘ ~
.::"‘ f.\_-. T d A

} ~

P - "
) .- ‘
LU}
E:_ o - q ——-l ot .
} o —a ’ - :
o —= D .
D |
J ’
- FIGURE 8, 1. MICROSTRIP-FED SLOT ANTENNA
b . R
e .
i: The radiating slot and the metallic strips om both sidas of the slot form a -
. ~... P
t" i'; *This wark was supported by the Air Force Office of Scientific Research under .!
o Grant No. AFOSR-82-~0012 with funding assistance from Air Force Wright Aero- -
e .. nautical Laboratories, Wright-Patterson Air Force Base, Ohio, and Rome Air B
j: Developuent Center, Griffiss Air Force Buse, NY; also by Office of Naval Re- X
by search Crant No. NOOO14-79-C-0505 with funding assistance from Naval Air Devel- )
g opment Center, Warminster, PA and Naval Air Systems Command, Washingtom, D. C.
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transmission line of coplanar strips (CPS) (3]. The propagation constant of
lossless coplanar strips is [4)

2n
Bo._)‘—fe: (1)
vhere A is the frues space wavelength, and
c‘ a (er + 1)/2 (2)

is the equivalent dielectric constant. The characteristic impedance of loss-
less coplanar strips 1is (4]

z, - <12cnr/@:(m), . (3)

where

&

1+ 71 -n?

l":'l-mz

J(m) = w/ln (2

) (4)

m = b/(b + 2a). : €))

The, complex propagation constant and characteristic impedance of lossy
CPS are

; -4
z,=2z (-39 (6)
y = 38(1 - 38" )
where
s =27-/1+ (a/B)?, ' (8)
~]

and a0 is the attenuation constant that accounts for the radiacion losses of the
slot, as well as for the intringic losses of the CPS.

a-a"d-o-ai, (9)

< . -a—l.
a, ® 9.2 10 — [4, p.288]

The simplest way to calculate G a4 @t Dear resonsut frequencies is to as-

sure that the slot is fed by a voltage source Vo(a.g., coaxial cable), as shown
in Pigure 2.

The voltage distribution oo the slot 1is
V(z) = V_sinh(y(d/2 - |2])]1/stah(yd/2), (10)
but 1t is possible to assume thst the voltage along the slot has a conventional
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' siousoidal distribution _-
V(z) = V sin(B (d/2 - |z|))/sin(8_d/2). (11) -
. ::::::
N "
. ) o
N . 7
+ o
- : - A
. | . :
: I‘ ! I |
- 1 I
. - d ' |o 1 d
. !1 1 ii_ ’t.
N
w FIGURE 8.2 CENTER-FED SLOT ANTENNA
:}::. The power radiated into free space by a center-fed resonant slot with a sinus- . :
t oidal voltage distribuction is [2]
' P = [v 12(8 + &) {c1a((8 + k)d] - Cin[(B - k)d]}/8nén (12) o
- - - s
vhere k and n are the free space propagation constant and intrinsic impedance, %
‘-:‘:-\ respectively, and the functiom oy
L o }
Cin(x) = [ (1 = cosu)du/u (13) :
n o e
.. ) DAL
‘ is tabulated in machematical handbooka. The average power delivered to the . .::\
e lossy transmission lins by tha voltage source in Figure8 .2 is ' :j:::
';-: L . :j;-:
P, = |V |2 Re (= ] or (14)
in o
- Z_ taah(yd/2) L'!
. o
P, = |v lz tanh(ad/2 (15) ':;'1
) {n Q Z AN
° Ala
Pl Combining (15) and (12), we obtain q B
2. 2L /) — - 34
R a_,4 = 7 tanh | (= (cta(/e + Dr) - Cin((Ve, - L)M)]} (16) "
or S
a_-, =2 cann”l (z 43890 - 1074 an Y
% rad d ° i .
» 0!
The slot radiator is excited by the folded microstrip lines surrounding the e
- - . - - ) .1:.:
-L . QPR No. 43 .
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slot. Figure 8,3 shows one of these folded microstrip lines which excites the
upper half of the slot.

I(~x) _ Kx)

l ]

! 2

edrtwa—>% |, [ fend
+- ° +
Vinput YL

FIGURE 8.3 FOLDED MICROSTRIP LINE AROUND HALF OF A SLOT RADLATOR

Conventional transmisseion line analysis shows that the voltage and the
"current of the folded microsctrip line in Figure 8.3 are given by

Z
Vix) = V {cos(B,(d/2 = x)] + 3 -zziL s1a(8,(d/2 - x)])

ylin[BF(dIZ ~- x)]

sinh(yx
+ ay (SiobOx) B tanh(yd/2) } (18a)

o sinh(yd/2)

- coo[BF(d/Z - x)] +

L 2z,
I(x) = 5 {coa[BF(d/Z -x)]+] -z: ain[BF(d/Z - x)]}

v, (L cosh(yx) coa[BF(dIZ - x)]

z, ainh(yd/2) - tash(ya/zy ) ~ sial8p(d/2 - x)]} (18b)

+ jA
F BP

vhere ZP and BF are the characteristic impedance and propagation comstant of
the loselass folded microstrip, y is the complex propagation constant of the
slot (see equatiom 6),
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‘ l Z_8_(1 - 3s) M
0 A Z8 [(eP/: Y2 -1+ 3s] ° (19) .
-:‘3 ,:. o0 o0 : JS \Q
.o o

and .Vo is the voltage across the slot at {ts center.

!? a zo. B, @, and s are the parameters of the coplanar strips (CPS). The ;i
DR quasi-static approximaticn for V_ yields -
5 . - 3
E: . Vo vmput VL. (20) \:
- The voltage and the current of the folded microsctrip lines at the input refer- j
. ) ence plane (Figure 8.3) are I
3~ Z N
LS5 BSY - —— «
: : vinput VL[ccu(BFd) + 3 221_ sin(BFd) + T}J/(L+ 1), (2la) .
o RS ~
N I -

» 2 Ysin(8d) ) =
! T = Al2cos (BFd/Z) - F;.Fh(;d—/Z) (21b) 'J
ESAN -
o~ r_\'\ . K
R z, X
- : Iinpul: - IL{COI(BFd) + 32 2—}: sin(Bd) -

'. 22, Vv ) 2ysin2 (8.d/2) !
- Y .
< F .
2 s + 3A z: SR - 1) (T - SR (22)
e L F . N

Ry

The input impedance of the radiating slot is

- . X
. .

. .

[ ]

::, zinpu: ® ;.‘:2&‘.‘_ ' . 23 ,."
T input A
O aud is readily obtained from equations (21) - (23) for different valuas of the ¢
f_: ' "losd impedanca" (Figure 8.3), which is the input impedance of the stub term- A
! b inating the slot antenna. Due to tha coupling between the arms of the folded !]
l“ - microstrip line, design equations for its characteristic impedance (BF) and
,’.'_\ propagation constant (Zl_.) will be different from the ones used for straight

f—‘ ; microstrip lines (3,4), and further research on the influence of the coupling

g is needed to find these paramaters. 57
‘s:', f~_:' Input impedance and pattern tests were performed at VFRC ou a microstrip )
.M. slot sntenna of the form shown in Pigure 8.4. The antenna model was mounted _:
;« on 0.062-inch, 5870 "Duroid", and was tested over the 2 tn 4 GHz frequency j:
:ij 'ij' range; Table 8.1 lists the Z and X inputs over this range. | . '_\
< *
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. TABLE 8.1 3
. INPUT IMPEDANCE OF
Pw MICROSTRIP SLOT ANTENNA
RN GHz 2 input X input
i P 2.0 0.57 -0.03
. . 2.1 0058 +0103
s 2.2 0.60 +0.06
. 2.3 0.63 +0.10
N 2.4 0.66 +0.15
. 2.5 0.72 +0.16 - /VSLOT
: 2.6 0.75 +0.16
! , 2.7 0.80 +0.18 )"4
] 2.8 0.85 +0.17
‘ I"- 2.9 0090 ‘.'0-16 5 .Q
1 3.0 0.91  +0.14 FEED E MATCH 50Q
3 .“ 301 1-00 "‘0-12
B 3.2 1.04 +0.10
l 3.3 1.07 +0.09
" 3.4 1.08 +0.10 L

e 3.5 1.1 +0.12

X 3.6 1.11 +0.15

3.7 1.14 +0.20 FIGURE 8.4 MICROSTRIP SLOT ANTENNA

3.8 1.18 +0.25

] 3.9 1.26 +0.32

4.0 1.43 +0.40

From these measurements and continuing investigations, this antenna appears

to be a broadband element. We measured a voltage standing wave ratio of less

Te RATERE .1 8 P A A N8 S S0
. R
R

-y than 1.5 over the range from 2.4 te 4 GHz when the microstrip slot antemna was
' positionad in a matched S0-ohm line.
. Moshe Kisliuk
)
-
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1o Appendix F: Interference Cancellation
N in Self-Cohering Arrays 1. INTRODUCTION

The desire to extract more information from ex-
FAE) . . . isting space-time fields has led to the consideratior of
- Ellmlnatlng Refel‘ence LOOp optimum array processors. Adaptive arrays are then
n . R the obvious realization of the optimum array pro-
Phase Shift in cessors for nonstationary backgrounds.

, . Such adaptive arrey processors are particuiarly

' Adaptlve Ar rays useful in communication systems for automatic beam
e steering and interference cancellation. For such ap-
ax plications the least mean square (LMS) algorithm of
n . Widrow et al. {1] is widely used. However, the realiza-
Sato tion of this algorithm requires a *‘reference signal®’
[2). If this signal is a perfect replica of the desired
. Y. BAR-NESS, Senior Member, IEEE signal to be received, then at the array output all the
. Drexel Universicy components which are uncorrelated with the desired
R signal (interference) will be suppressed. Such an ideal
~ reference signal is not generally available, however, If

Adsplve array procassers stilising the Widrow LMS algroibm it Were available, there would be no need for a

receiver and receiving array. To avercome this dif-

) with an interusily genernied reference signul kive boen showa te be
NN " ficulty different approaches were used. Griffiths [3],

subject (o weight cycilag camed by phane shifl in the reference - r y
vl s for example, modified the Widrow-Hoff LMS
tracting loep. Aday ' thet he algorithm so that a direct estimate of the cross

E reference loop phae shift arv suggesied hore. Twe sach schemes are - iance vector of the input and the desired signal
= proposed. They differ in the amount of hardware ~empiexity might be used instead. in certain cases, as in the prob-
- needed 23 well 2 in the rate at which each one eliminaien the phase oy of extracting signals of known statistics from
. " shift, Computer calcladons are uted {0 compere (he rates of com- 3 4djtive independent background noise, it may be
v vergence of the two schemes. shown that this cross covariance vector is a function
of only the known signal statistics. Thus it can be ac-
A curately estimated even though it is not directly
. measurable. In the general case, the signal spatial or
temporal structure may be assumed; however, the
unknown signal level creates the same problem as with
! the Widrow-Hof[ algorithm.
In communication systems the reference signal can
be obtained naturally from the array output. For this
-'_ to be possible, the desired signal mus¢ Jdiffer in some
¥ way from the interference, so that suitable processing
v of the array output can leave the desired signal un-
N changed while altering or suppressing the interference.
Svih a condition occurs, for example, when the
L desired signal is narrowband and the interference is
Qg : broadband. Also, if the sighal has a spread spectrum,
A then multiplying the array output by the right code
" will spread the interference bandwidth, collapse the
< desired signal spectrum, and provide again the condi-
-)-: tion of narrowband signal and broadband interference
- {4l
!.: Manuscript received October 7, 1980; revised July 13, 1981, For extracting the reference signal from the array,

K This work was principally supported by the Air Force Office of a reference channel coqtmmng RF' components such
V. Scientific Research under Grant AFOSR-73-1638. as a bandpass filter, mixers, etc., is needed. These

Author's addrest: Dept. of ECE, Draxel University, Philadeiphia, components will introduce a phase shift of the

PA 19104. The work was done while the suthor was with the Valley reference signal with respect to the desired signal at
Forge Research Center, Moore School of Electrical Engineering, the output of the array. This phase shift will depend
L@ University cf Pennsylvania (on leave of sbsence from the School on the instantaneous frequency of the signal as well as
Sete of Engincering, Tel Aviv Univensity, Tel Aviv, lsrael). on the characteristics of the RF components. A priori
' unknown frequency changes of the signal (because of
0018.9251/82/0100-0113 300.75 © 1982 IEEE Doppler shift, transmitier frequency crror, or receiver
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Fig. 1. Quadrature weighted adaptive array.

local oscillator frequency errors) will make pre-
adjustments of these phase shifts impossible.

DiCarlo and Compton [§] studied the effect of a
constant phase shift in the reference signal loop for a
one- and a two-element array, and DiCarlo [6]
generalized this result to the case of the N-—clement
array. They show that such a phase shift causes the
array weights to cycle. Using a simple model based on
CW signals they showed that the array weights cycle
tvith frequency and amplitude that depend on the
main feedback loop gain and the reference loop phase
shift. The main effect of this cycling is that the fre-
quency of the desired signal at the array output is not
the same as that at the array input. Particularly,
systems using frequency modulation will be most
susceptible, since the array alters the frequency devia-
tion, Finally, these studies showed that the frequency
at which the weights cycle increased as the number of
array elemcnts increased. To overcome this difficulty
they suggest a comproruse in the design of the
reference loop filter (this filter contributes most of the
phase shift). A highly selective bandpass filter is
desired to eliminate as much interference from the
reference signal as possible. However, the narrow
filter bandwidth may cause a larger phase offset.

The purpose of this work is to suggest compensa-
tion schemes that might be used to prevent weight
cycling and frequency distortion. First we present the
mathematical formulation of a multielement adaptive
array in which the reference signal is extracted from
the array output as was done in [, 6), and under the
seme assumptions. Then to overcome the reference
loop phase shift problem, this loop is adaptively phase
compensated to eliminate this phase shift. Two dif-
ferent adaptive compensation schemes are proposed.
Both schemes annihilate the loop phase shift .n the
steady state. They differ, however, in the amount of
hardware complexity needed as well as in the raie at
which each one eliminates the phase shift. Depending

D --—@—‘ Muitipiier

stt)
[

Fig. 2. Main feedback loop for LMS algorithm realization.

on the system parameters and the amount of complex-
ity allowed, one scheme or the other might be used. It
is also shown that the output signal-to-noise ratio is
not affected by these compensating schemes. Finally,
using computer simulation, the rate of convergence of
the two schemes is compared.

II. REFERENCE SIGNAL EXTRACTION SCHEME

The general configuration of the narrowband
adaptive array processor is shown in Fig. 1. The input
of each array element is split into in-phase and
quadrature componerits, resulting in 2N inputs to the
processor (/V is the number of elements in the array).
Each of these inputs x.{¢) or x.o(?) is weighted by a
real factor w,{f) or we, respectively, and then sum-
med to produce the array output v(¢). The difference
between the array output and the reference signal d(¢)
is the error signal e(?). The error signal e(f) adjusts,
through feedback loops, thé different weights w.A0),
and w,o(!) so that its mean-square error €*(¢) is minij-
mized. Using the analytic signals’ representations, we
can write for the array output

W) = x()w(r) Y

where w(r) is the complex weight vector wY() =
{wi(0), wil), ..., ()}, WAt) = wlt) + jwgo(l), and
x(¢) is the analytic signal associa.cd with the input.
The transpose is indicated by r. Also we have

e(t) = d(t) - x()w(r) 2

where e(¢) and d(f) are the analytic signals associated
with the error and reference signal, respectively.

In this representation an algorithm must be used
to minimize |e(r)]* where the overbar stands for the
expected vajue. This can be done by using the steepest
descent algorithm. That is

aw(t)/dt = ~ kVwie(n[? 3)

where Vw is the gradient with respect to w and is
understood to be a complex vector whose components
are the gradients with respect to the real and imaginary
parts of w, respectively, and k is the main feedback
loop gain. Following the derivation in [1] we obtain

_dwl(t)/dt = 2ix¥(0)ed)). @

This is the complex LMS algorithm whose equivalent
feedback network is displayed in Fig. 2. Substituting
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the loop gain £, the thermal noise power o, and the
total signal power NAY/2. As a result, the frequency of
the desired signal at the output is snifted by an amount
that depends on these factors. Aithough the actual value
of ¢ may be small, other system parameters might be
such that the effect of the resulting freq tency translation
- would be intolerable.

the filter phase shift. Therefore a total compensation of
this phase shift results, together with the elimination of L
frequency shift and distortion that this phase shift was |
causing. The realization of the two schemnes was
motivated by the requirement of controlling the compen-
sating weight w. so that phases in two proper points in
the reference loop will be equalized. This is done by the
natural way of using a correlation loop (multiplier and in-

S .
[ ) .
R . for e(¢) from (2) we get the differenticy equation that \\ {4/
AR governs the weight vector w(2)" i : N
_.‘:_. . o S
v aw(f)/dt + 2kR.w(1) = 2kR.. ) 4—Ij i = hrecy Ot
a where R, = Elx*(f}x¥!)] is the input covariance Y |
o matrix and R., = E[x*(1)d(1)]. For the case of a single . " " -
- CW signal arriving at angle w to broadside we have? Limiter JLon ‘m‘ P—
G x(1) = ANIP + N() (6) Fig. 3. Reference sigral loop.
where N() = {a,(9), ..., n(f)} is the noise process Y
IJ vector, P* = {1, exp(—ja,), exp(-jas), ..., .
o exp(=Jjan.)}s
" ()
;N:,. @ = (2aL/N) sin m :
s .
rod where A, is the free space wavelength at frequency w,,
- and L, is the distance between the ith and the first ele- -
. ment. With this .
o R,=0+ad (8)
e where ® = 47/2P* P, and A is the signal amplitude. ‘o
E In (8) we also used E[n{)n ()] = o fori = j and Fig. 4. Phase-compensated reference signal loop—firsi scheme.
zero for i ¥ j. Therefore (5) can be written as .
:-::‘_ IlI. PHASE-COMPENSATED REFERENCE
e aw(t)/dt + 2k(®+ oi)w(!) = 2R, (9) SIGNAL LOOPS
4 ‘
.-j;: When the array output () is processed t0 produce To cope with the problem of weight cyciing dus to 2.
. a reference signal [5] as in Fig. 3, then the nonzero phase shift of the bandpass filter used (0 ex- 1!
- tract the reference signal in Fig. 3, we propose to use ’
o d(t) = a(Pw(1)/|Pw(r)]) exp(~-/$) (10) phase compensation by adding a complex weight w,. -
T Since the bandpass filter phase shift may not be known a -
L where g is a constant depending on the limiter level and priori or may even be of nonstationary characier due to s
2 filter attenuation and ¢ is a phase shift introduced by frequency error or modulation, w, must be adaptively
- the reference loop. Notice that due to the filtering pro- controlled 10 follow the variation in phase shift. A similar V| [
.u_ cess, d(7) in (10) is assumed noise free.? Obviously, noise  LMS algorithm might be used in controlling w,. Accord- S
- in the reference signal loop will have an effect on the ingly, two different compensation schemes are proposed. %
ovenall system performance. This effect is nut considered The first scheme leads to a set of equations governing N
o in this paper. Analyzing this scheme, DiCarl; [5) show-  the main and compensating weights which are linear in e
S ed that the complex weight vector w(/) converges to a the amplitude of these weights, while the second scheme =
— timit cycle. That is, it oscillates with a radirn frequency leads to a set of nonlinear equations. Both schemes drive |
[ dependent upon the reference loop phase -hift offsct ¢, the weight 10 a steady state stable point, independent of el

‘Notice that in obraining (5}, an assumption commonly made in
the analysis of adaptive arrays is used. That is, the weight and
signal processes are independent,

'We assumed without loss of generality that x(1) contZ.ivz no in-
terference. In fact, the interfesence term will only change the maisix
®. Similarly, it is assumed that the reference loop filter suffic.enly
filters vut the interference.
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tegrator). The first scheme (Fig. 4), which might look
rather mysterious, was a direct implementation of the
mathematics involved in the requirement of making the
system equation ((30)4(33)] linear in the amplitudes of
weights o(f) and g{r). The second scheme {Fig. 6) is rather
self-explanatory.
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A. First Compensation Scheme

The reference signal loog is depicted in Fig. 4,
from which one can easily see that the reference loop
weight w, is governed by
dw(t)/dt = =2k, y*()e,(r) (1)

where, as in (10),

20) = a(Pw(t)/ | Prw(n)]) exp(—jd) (12)
| = &nd
L et) = HOWAD) = XD, (13)
2 The reference signal d(r) becomes

a() = WwAr) — dbu(w.(1)/ | H()w.(1)|
= y(OIw(0) = byw.(t)/alwinl] (14)

where we used | ()| = a. Using the definition of R,,
we get, after substituting for y(s) from (12),

R.. = EIx*()Pw(0)/ | P(O)w(1)])[aw.(1)
= byw(0)/ | w.(D)]] exp(—j$).
Using (6) and the definition of ® we .have

R.. = (VI/A)[ow(1)/ | Prw(D)|][aw.(1)

: = buw.(1)/ | wA1)]] exp(—j9).
Thus (9) becomes
' ' dw(t)/dt + 2k(® + oyw(r) = (2kVI/A)
: [Ow()/ | P WD) |llaw/) — biwdt)/ | wAD)])
f S exp(—J4). (15)
? - Using (13) for e,(1), (11) becomes

; dwity/dt = =2k,y*()[cHO) wAt) —x(1)w(2)]

T and with (12) we obitain, after some algebraic
i I maaipulation,

dwJ 0)/dt = <2k,[caiw/(l)
= (aVZ/A) w' ()Ow(r) exp($)/ | Pw(1)|]  (16)

v where the prime stands for transpose conjugate,

- Equations (15) and (16) govern the main feedback
loop weight vector w(/) and the reference loop weight
w,(1), respectively.

The matria.c ¢ is Hermitian having rank equal to 26
- s [EEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS  VOL. AES-18, NO. | JANUARY 1582
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one. Therefore, there exists a constant unitary matrix
Q@ such that Q' ©Q = A where A is a diagonal matrix
with only one nonzero element .

Premultiply (15) by @' and we get

dr()/dt + 2&(A + D)) = k(AT ()/ |FOAF() ")
law.(0) - buw()/wA)]] exp(-j4$) an

where
r() = Q'w(r) (18)
and we also used the fact that
| Pw()| = (VZ/A)|w(n)ow(n)|'?

= (VZ/A)|IT'(OAN@0)]'".
Similarly, (16) becomes
dw,(t)/dt + 2k.caw,(t)

= 2kall (AT [T (OAF(0)]"*] exp(id).
19

Let T(0) = [n(), ..., y{5)], then (17) and (19) can be
written as (from [6])

dy(1)/dt + 2kaiy{1) = 0,
dy(1)/dt + 2k(Ae + 0d)ya(t)
= 2ka\Ty [yd0)/ 10| law.(r)

i=1L2,..,N=-1 (20)

= buow(0)/ | w()]] exp( - j$) 1
dw.()/dt + 2k.catw(t) = 2kavE,|y0)| exp(id).
(2)

Notice that in (20) we have used the fact that A, = 0
fori=1,2,..,N - 1. The solution of (20) is given
by

y(1) = y(0) exp(=2koir). 23)

To solve the other system of differential equations
(21) and (22) we define

() = Q(1) expl —j6(1)] (24)

w(1) = Q.(f) exp{ - jy(n)]. (25)
With this (21) and (22) become

(d/d) { D) expl=jAN]} + 2(As + oDe(r) expl —j&()]
= 2kVE ep{ =180 + ¥ + y(n)] }aedr) — b))
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(d/dniedr) expl —jw(N)} + 2k.cated!)
< expl = jy(0] = 2kavE, explid(Dle(n). @n

Evaluating the derivative and multiplying through by -
expli6()] gives

dolt)/dr = jo(D[d6(r)/dt) + 2k(A. + 02)o(r)
= 2k /Xy exp{ = j[$(1) + w(N)} lag.(n) - fz.g.)

Similarly, evaluating the derivative and multiplying
through by expl/y(r)] produces

do(0)/dt — joL)dy()/drl + 2k.ca*e.(f)
= 2k.aVEy exp{j1#(0) + w()]} (). (29)

Equating the real and imaginary parts of the right and
left sides of (28) and (29) we obtain

do(0)/dt + 2k(A + cDo(r) = 2w [ae) ~ b))

cos{$(r) + (1)) (30)
do{i)/dr + Zkaaedl) = 2kavT, @) cos{d(r) + yAn)
@3n

0ldd)/di) = 2T, sin[iN) +yinllaed) - bi] (32)
eL)(dylny/dr) = 2kav/E, sin[d() + (N ). (33)

Dividing (31) by (33) and multiplying through by dy()/dt,
we g2

(dedrydl)/eL) + 2kead = —cotl(f) + y(n)[duAr)/d]
or

d InfeN)/di + 2k.ca' = —d In{sin{i(9) + y(N)/dt}
(34)

where we assumed that §(1) is constant or very slowly vary-
ing 0 that di(V/dr & 0. The solution of (34) is given by

\l/
.
b3
[ ‘-'*
Limiter
— a gy B P ity [t Array Ouiput
Tonel t . 1 vit)
ylt}

L]

Limeter
S — [} e(t)

Zoaoif | ~

Fig. 5. Phasecompensated reference siynal loop—{irsi scheme, ¢ = |.

cot[¥(r) + i) =
(040} cos(o + o) + 2kavK, [, ofr) exp2kcanid)
@40) sin($o + yx)

(36)

If (1) is bounded away from zero,' then for suffi-
ciently large + we have

D) = —y(1) (37
in which case (30) and (31) become
[« ] [-20 +0) 2kaVvE
L ed) | =[ %avh,  -2kcd ] )
[ o0 ] [ - kb ]
+ .

(d/d)

(38)

o) | 0

For this linear system to have an asymptotically stable
singular point, it is necessary and sufficient that the
system matrix eigenvalues have a negative real part. It
can easily be shown that this is equivalent to the con-
dition

cAv+ol)/A >0, (39)

Notice that if ¢ w=re chosen to equal one, so that
the scheme of ¥ d4.¢, - anaplified (Fig. §), then the
eigenvalues of the niatiix in (58) would depend on the

e sin([¢(1) + y(0)] = co exp(-2k.ca’) (35) noise power o!. Particulariy when o? is almost zero,
. L. then one of th:se &izenvalues will be approximately
M&;' 40) sin{y«0) + yA(0)]. Substituting the value of ;414 ynless the loop gains are chosen 1o be very large.
@41 from (35) into (33) we get This means that, depending on the noise power, the
s system may become very sluggish. Furthermore, one
(dw/dn/sin’ {0 + yAN) can show that Ay = NAY/2, and iherefore for a stable
a,stem it i necessary and smfficient to have
= (= kayT/co) alf) expk.cas) ’
'-0’4 "This can be obtsined by choosing a nonzero initial value for
.
BAR-NESS; ELIMINATING REFERENCE LOOP PHASE SHIFT IN ADAPTIVE ARRAYS 19
F-5

Y O T I I I IR IR B ]

‘St e At A

)

wr



"R "2
“ln

»  #MEEREL

X

LS A .l e
)

s A

e PP IS S e W W )

A EEERLA . 7. TeaTs 7L Te

|t

Rt

C et e ¥, . PR o ~',~,-’ - - B -l _ - L, NN .~' . N . . . .
I AT N N e e N e e e e e e L LT e

\\} 4/
4
L e
w (Ny(r} Y.I ¢ fitrer ofr)
o« N
fivee ot
o(e)

anon
Fig. 6. Phasecompensated reference signal loop—second scheme.

c> 1/(1 + 203/NA?Y). (40)
Obviously ¢ > 1 is sufficient for stability with any
signal-to-noise ratio. In this case g(s) and g.(¢) will

converge exponentially to their steady state value
given by

oo
= ~1/[c(Av + di) = AM)
ad1)

\/E/Zakr :| "’Zkbl‘fx;v :l

[ c/2k
VAs2ak (Ay + 02)/2k,a* |_ 0
(C2))
,'.i."l N = cb VI /[c(Av + 02) —A4)
= (bVZ/AN(1/(1 - 1/¢) + 20/NA?)
’ (42)
'l_i.rg AN = (b\Av/a)/ [c(An + 02) -An). (43)

To con<lude, we notice that under the condition
discussed regarding the system parameters, the array
main weight w(!) and reference loop weight w(/) con-
verge to a steady-state stable value, resulting in the
climination of weight cycling.

B. Second Compensation Scheme

A different reference signal loop is given in Fig. 6.
With this the reference loop weight w, is governed by

dw{t)/ds = -2k, y*(1) e;(!) (44)
where

N = (A/VD) Pw(r) exp( - j4) (43)
and
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F-6

ex(1) = ADw.(0) - x'() w(h). (46)
The reference signal d(f) becomes

d(r)

by wit)/ | y(t) win) ] '
buPw(t)/ | Pw(0) |} [w )/ | wAn) ] exp(—j3).

Thus
Ru = (5uVZ/A) Ow(1)/ | Prw()])Iw0)/ [ wn)]]
- exp(—jé) : 47N
and (9) becomes
dw(t)/dt + 2Kk(® + oif) w(t) = (2kb,VZ/A)
x [®w(0)/p'w(D)|}w(0)/ | w(r)|] exp(-j4).  (48)
Using (46) in (44) gives
dw./dt = =2k,[|AD|PwAt) — y*(t) x(£) w(1))
and using (45) we get
dw/(1)/dt = =2k[|A/VT) Pw()|'w.(n)
- w(D)Ow(r) exp(j$)). (49)

Using the same transformation as before we end up
with

dy.(2)/dt + 2kady{t) =0, i=2, N-| (50)
dy()/dt + 2k(Ry + a2)ya1)

= 2kbyVTuly () D) 1 wot)/ | w.(0) )

« exp(—j$) Gy
dw/i)/dt + 2k AN Pw.(t) = 2k Ay YD)
» exp(j¢). (52)

Using the polar representation of yu{r) and w,(r) as in
(24) and (295), respectively, and after equating the real
and imaginary parts, we end up with

do(n/dt + 2k(Av + 02) o(f) = 2kb, T,

* cos{(n) + yw(n)] (53)
do0)/dt + 2k AQ(DNR.(1) = 2k AN} (1)
* cos[§(#) + w(1)] (34)

eD[de()/dl) = 2kb, VT, sin[$(1) + w(1)] (55)
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e(N[dw(0)/dt = <2k Au@ (1) sinl$(r) + yx1).

Using steps similar 1o those that led to (34), we get

d In{eA) sin($(1) + y(N)}/dr = -Zk..an'(z)
whose solution is given by
o) snld() + W] = co expl-2kdy f, @'(8) ).
(57
Substituiing for @.(1) from (57} into (56) we get
cot[¢(r) + w(N] = {e.(0) cos(do + o)
+ 2kdy f. o'(x) expl2kdw [ 0'(8) dt] dr)/
@-(0) sin($o + o). (58)
It is obvious that ihe right-hand term goes to infinity,

and we have lim y{f) = —¢(/) unless o(f) converges to
zero for finite ¢. In this case we get from (53) and (54)

}j_rg ) = biVi/(Aw + o)
= (5, VZ/IANI/(1 + 201/NAY) (59)
)_i_nl odn) = 1. (60)

To conclude wewnotice that, similar to the previous
case, w(/) and w{!) converge (o a steady-siate value
resulting in the 2limination of weight cycling.

C. Performance Comparison

Comparing (59) with (42) we notice that the first
scheme requires larger control weights, unless we
make ¢ very large. Equatione (36) and (58) describe
the process of compensation of phase shift in
reference loops of the first and second schemes,

" respectively. They both present a nondecreasing func-
~ tion that diverges to infinity. If the rate of change of

one lunction is greater than the rate change of the

. other for every ¢, then the corresponding scheme is

preferable since it will decrease distortion in the

. desired signal output faster than the other. To check

for this we can take the derivative with respect to ¢ of

(36) and (58), respectively,

C RN = 2kaVTy olf) expi.ca'n)/ o 0) sin(h + o)

i DA A% A TS Wt W A AR A A W A T O T I A IR AR A O A VL S I S A ST SIS A T Tt S e

(56) Thus

RU(D/R:) = faeu(t)/ VEn@ih)]

cexpl2k, ac’t — Ay | Qiid) dé] (63)
or R
R(1)/ R > [aeut)/ Ve llx(0]

- exp{2k.[ca® = Avll (1) 1112} (64)

where we used [Nl 2 @.(f) for cver, ¢} is the
supremum norm. Using (53) we show in the Appendix
that

le:() ! € @(0) + buivE/(Ay + 0l). (65)

Therefore for g,(0) = 0 by choosing a such that

a> Aybl/(AN + Oi) (66)
we get
a' > A flein . (67)

Hence for ¢ > 1, (64) becomes
R.(1)/Ry(1) 2 d.[e:(r)/ @a(1)] exp(2k.d,1) (68)

where d, # 1 and d; > 0. Now from (42) and (59) we
have for b, = b, (by 50 selecting the limiters levels),
@:(®) 3 @s(®). Therefore it is most probable (excepy
possibly for a very small 1) that R,(1) 2 Ry(r) for
almost every 1 3 0, i.c., it appears that we have a bet-
ter performance with the first scheme than with the
second. To have (66) satisfied for any noise power oi,
it is sufficient to require a > b,. Obviously this condi-
tion is sufficient, but not necessary, for the first
scheme arrangement to perform better than the se-
cond scheme,

1V. ARRAY OUTPUT SIGNAL-TO-NOISE RATIO

The complex envelope of the desired signal at the
array oulput is given by

s(1) = (1) = (A/VZ) Pwit) = (A7VT) PQT()
and in the steady state, by using (23)

Iljm (1) = (A/VD) Pgyn(=)

: (61)
Ri(1) = 2Kk.AnQ1(1) expl2kAn f, Qi(¢) dt)/ where ¢, is the last column of the matrix Q. By its
’ definition Q'®Q = (4'/2) @P*P* @ = A; therefore
2.(0) sin(¢o + wo) (62) (A/VD) Fq, = VEu

where (1) and g:(r) are the solutions of the systera oi and-

equations (30) 1o (33), and (53) to (56), respective,y. lim (1) = ya(®) Vyn-
=0

BAR-NESS: ELIMINATING REFERENCE LOOP PHASE SHIFT IN ADAPTIVE ARRAYS 121
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Fig. 7. Compensation convergence curves.

s The output signal power S, = |y,(=)|*A while the took 150 time iterations for the second scheme to

- E noise power is given by N, = a2} y~(*}}*. Hence converge.* Fig. 7 depicts t'1e convergence curve of

) & these two schemnes. Notice the superiority of the first
! So/N, = Ay/0d = NA/2a2. scheme despite the use of parameters (b, = 10, a =
-3 8.33) which do not satisfy the condition in (68).

_:: . This is true independently of the way the reference However, the computer result showed that other
. e loop was compensated. system parameters, namely o(!), @.(¢), and 8(¢), con-
A verge to their final value in a shorter time with the se-
Ce in V. COMPUTER COMPUTATION cond scheme than with the first. With the first

. ‘ scheme, for example, these parameters converge in
- The system sets of (30)-(33) and (53)-(56) for the 6200 time iterations, while with the second scheme, it
. first and second compensation schemes, respectively, took 150 time iterations for g.f) to converge and 1200
R were solved using a digital computer. The array time iterations for 8(¢) and o(f) to converge,

O parameters used in both schemes were 2) Changing the noise power oi (=0.001, 0.01,
and 0.1) had only a small effect on the rate of con-

. . k =5; k =25, A, =1; o = 0.0l. vergence of y{r) with both schemes. It had slightly
- more effect on the final values of o(f) and ¢.{¢) of the
> For the first scheme we used first scheme. It had even less effec’ on these values
EA for the second scheme. This is in agreement with the
:Q hy a =833 b =1.6767, ¢=1.2. calculated final values of (42) and (43) for the first
- : scheme and of (59) and (60) for the second scheme.

! -~ For the second scheme we used b, = 10. For the 3) The effect of the parameter ¢ on the stability of
S derivative operation the approximation used was the first scheme was examined. With ¢ = 0.9, ¢(f) and
T df./dt » (fi., = f)/s. with s, = 10°°, The results of  @.(¢) did not converge; with ¢ = 1.1, g(s) reached very
- only one set of parameters are reported here. Never- close to the final value with 7500 time iterations, and
ot theless, the computations give some feeling that con- with ¢ = 1.2, 6200 time iterations were required.
o firms the analysis. Actual system simulation of some .

r! real scenario, which might include desired signal V1. CONCLUSION

:: o imngg:::)mr)ir:tcuirfl:::n:?am a :‘:::r;ro?:a""h and is felt Two schemes were suggested for the compensation
e P s slage o : of the phase shift introduced by the bandpass filter

- and other RF components in the reference signal loop.
:'_ A. Computation Resuls An adaptively controlled complex weight was used for
e . - compenczation. It was shown that this weight con-

';! \7 nh:;e\sv;:: :w (’?::;“?ef;n 23:3:'_}::33;;:::" verges to a value that makes the total phase shift of

:: was in the rate of convergence, While with the first —_—

-~ . scheme, y(f) converged to —¢ in 50 time iterations, it *Convergence 1o within 0.001 of the final value of ¢.

“
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the reference loop zero, and therefore eliminates the REFERENCES
main loop cycling, which causes frequency distortion of '

the desired signal at the array.output. Although the first  [1]  Widrow, B., McCool, J.. and Ball, J. (1975)
scheme requi-ed more hardware complexily, it had the The complex LMS alporithm.

advantage of faster elimination of phase shift in the Proceedins of the IEEE, Apr. 1975, 63. 719.720.

. {2]  Rewgler, R.L., and Compian, R.T., Jr. (1973}
loop. Compuler analysis confirmed these results. An adaplive array for interference rejection.

Prouceeding of the IEEE, June 1973, 61, 148.
APPENDIX

(3]  Griffuhs, L.J. (1969}
A simple adaptive algorithm fur real 1img processing in
H 1M e of anienna arrays.
The solution of G is given by Pruceedings of the 1EEE, Ocl. 1969, 57, 1696-1794.
. {4) Compton, R.T., Jr. (1978)
oty = CxD['zk(Lv + OI)I]{I 2kb, \/I:v COS[«’) +y(1)) An adapiive array in spread specirum communication.
Proceedings of the IEEE, Mar. 1978, 65, 189,
x exp[-2k(Ay + 0})1] dr + @(0)} [5]  DiCarlo. D.M., and Compion. R.T., J. (1978)
Reference loop phase <hift in adaptive arrays,
1EEE Transactiuns on Aeruspece and Eleciromic Svsiems,
July 1978, AES-14, 599-607.
(6}  DiCarlo, D.M. (1979
Reference loop phase shifi in an N-element adapive array.
1EEE Transacrinns un Aeruspece anc Elecirunic Systems,
July 1979, AES-/S, 576-582.

1) < 2kb; vy [, expl-2k(hy + o)1l dt + o(0)
= byVA/(Aw + 03) + g(0).

This is true for any 7; hence

el € bavZe/(Av + 02) + of0).
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Distortion Estimation of SAW Time Inversion System
Based on Delta Function Approximation

HAGIT MESSER, STUDENT MEMBER, IEEE, AND YEHESKEL BAR-NESS, SENIOR MEMBER, 1EEE

Abetrecs = Time inversioa can be obtained using surfacs acoustic wave
(SAW) devices with 30 more tham two chirp (ter slements. This time
nversion method is besed oa the fact that the Pourier traasform of a
Linear frequency modulsted (FM) signal, whoes crvelope is modulated
by a given time function, hae (spproximatsly) the tdme-inverted func-
ton s its smplitede. The different distortions inherent in the method
s1e discussed. Procadures are suggested o eliminate some of thess dis-
tortions, while others, inherent due to the spproximation used, are
estimated. It is shown dist the sverage of the cutput distortion is
upper-bounded by w2/16u, where w is the signal bandwidth and 4 is
the chiz) [dset’s dispersive slope. Simulation results supplemxat the
.snalysis, '

INTRODUCTION

HE time.inverted replica of a given signal is very impor-

tant in many signal processing applications. Using sur-
face acoustic wave (SAW) components, Nudd er al. (1] applied
two identical inverse chirp-transform systems to a real time sig-
nal and obtained an output that is the time-inverted replica of
the input. However, implementing the system using chirp de-
vices requires at least four chirp filters. Arsenault, er al. (2]
used the Fresne! transform to obtain time inversion with three
chirp filters. Recently, a new SAW time inversion system was

Manuscript received May 15, 1981, This work was supported in part
by the Air Force Office of Sciendfic Research under Contract No.
AFOSR-78-3688.

H. Mewser is with the School of Engineering, Tel Aviv University,
Ramat-Aviv 69978, lsrael.

Y. Bar-Ness is with the Valley Forge Ressarch Center, Moore School

+ of Elactrical Engineering, University of Pennsylvania, Philadsiphis, PA
19104, on leave from the Department of Electronic Systems, Schoot of
Enginsering, Tel Aviv University, Ramat-Aviv 69978, Icrael.

proposed [3]. It is based on the fact that the Fourier trans-
form of a linear frequency modulated (FM) signal, which is
envelope-modulated by a given time function, is (approxi-
mately) the time-inverted replica of the function. The idea is
based on a certain approximated limit expression for the delta
funcdon (4]. A detailed comparison between the various
time inversion methods was recently published in [5].

Here, a general analysis is presented for time inversion sys
tems based on delta function approximation [3]}. Two types
of distortons are shown to result—image distortion and delta
function approximation distortion—and expressions describing
them are derived. Conditions are established for the elimina-
tion of image distortion using time gating. To estimate the
sccond type of distortion, upper bounds are established on its
time average. These bounds depend on the signal energy, the
squared signal bandwidth, and the filter’s slope. Usiag com.
puter sbmulations, the time average of the delta function ap-
proximation distortion is computed for different values of sig-
nal bandwidth and filter dispersive slopes, and a comparison is
made with the calculatcd upper bounds.

SYSTEM ANALYSIS
Consider the system shown in Fig. 1 and let
F@O=2f(t) e <<t +T
20, elsewhere (¢3)]
m (1) =exp [r(w, £2u(r- 21, - T,)))
h<t<t +T,
elsewhere )

+cc,
-0,

0018-9537/81/1100-0454500.75 © 1981 IEEE
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MESSER AND BAR-NESS: SAW TIME INVERSION $YSTEM : ’ 453 ‘,:
i) Now
tHe) i xtt) 1) ° v
mput N ——-{)}l—- Output
% mr) Lo TN e pe F{r(e) exp (¢/ue?)} & f r(r) exp (2jur®)
. Detestor -
b4 u . -
enirp fiiter rexp (-jwr) dr o
L l a\fnltn exp (;j(.,’/4p)f r(r)
Fig. 1. Block dlgram of systemn. w\?
. [\/:ubu exp (tju (r ¥ 2—“-) ) dr %) -
c(D)=exp [i(wy Fu(t- 25~ T)) where ¥ stands for the Fourier transform. Using Parseval’s -
+ce, nR<I<+T, formula together with (6) and (7), the integral in (9) becomes )
- - 2
0. clsewhere & 2—’- f R(Q) exp (:, ?—) exp (:/ 2ﬁ n) aq '
where cc stands for complex conjugate, f(¢) is th input signal Tw H H ]
1o be inverted, m(¢) is the chirp modulation signal, =t ‘¢ {1} i  where R (w) is the Fourier transform of 7 (r). Using (8), we ~
the chirp filter impulse response, respectively. w,, 7. and ¢, have
'_ i= 1,2, are the chirp fi'ter's center frequencies, time Jisper. l o? §
sions, and minimum impulse response delay times, respectively. F{7(r) exp (Ejur?)} =— \/iﬂ;iu exp (*f 4—) : .
j Notice the use of the double dispersion slope in the first chirp s
. filter. The plus-minus signs mean that it is possible to have Q}\ 2
' either up o7 down chirps. ‘_[_R(Q)ng /] P ’2_5-19 aq e
:  The output of the system x.) is given by he
(10) .
. XO=F@ m@)ec) @ or using the fact that N
i where the asterisk denotes the convolution. Substituting for : ) 1\ n -
é ¢ () and m(z) from (2) and (3), we obtain after some algebraic Vi =exp (:1 (2" B '2') 3)' -
‘ mmipuh!.lom we have :x
| x(O=exp [t Fur (- 2~ TL)] (4 Q) : , . ‘
t +B(Qy)) +ec ) {r(e) exp (£jue™)} = ‘/—
when 1 1 l
exp (¥/ (—* In-=)o-—~-
| o (G fra)ia @y -
.! ﬂx'-wn*mﬂu( Q. +ta)°—"2—-3') - -
i . f R exp \t/z‘-ﬂ) daq. (1)
L .y +wy ¥ 2 (- (5 - 20y)- 220 o : . "
& mwy twy F2uNt- (- 20) 2 Finally, recognizing the last integral as the inverse Fourier
. . transform, (11) yields -
and A (w) and B(w) are the Fourier transforms of a () = £ (1). . = w?
exp (t/ur?) and b {r) = £(s) exp (¥ 3us?), respectively. Flr@exp @/uri))=y/ = 2 exp (*i (4—; -
Define the function n= , '
| s =vETexp tiurd). ) + (3,, - %) %) % : “-‘T),, - plan) (x 2%) (12)
1ts Fourler transform is given by ' where -
G (w, k) = exp (Ffw? [44). ° ) w) d»
1 - Fm (t 5‘—‘) = d—t"' . ’(f)lr-zupu-
Using Taylor series expansion about 1/u = 0, we have
i - Applying this result to A4 (w) and 8 (w), we obtain from (5)
w .
G Ff— 9
@.0= ..‘S.:o nt ( ! 4u) x(0)= V; )_-.o = [ cos ¢, £ (2™ (t -27") .
- n=
B | nm\ 1 an ( Q,) -
- — 4§ — . 8 -(ne1/2) e 3n) [T 22 1
.Z.i' — exp (/ 2) @ (jw) (8) +3 cosds f on (13)
F-11
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where
61 = 2wy - wy) ¥ 2ur (- 2(f + 1)~ (T, +Ty))

l 3 ¥ 3n--l)l

. Vi 2/2
,,.Zﬁg'.ﬂ,:%“:(r-z(z.m)-(r.+r.))

0 £y, ¢ (a..- %)”5 (19)

3 wd

- 1 T+ T\

I )

- 3
v B
Thus, x (¢) is composed of two terms. The first term includes
chirp signals centered arvund the frequency 2w, - w,, whose
= dispersive slopes are 24, and shifted in phase by ¥(x/2) with
respect to one another. The envelopes of these chirp signals
are delayed time-inverted replicas of the input and its even
. derivatives. Similarly, the second term contains chirp signals
centered around the frequency (2w, ~ wy)/3, whose dispersive
dopes are 2u/3, and phase-shifted by £n/2 with respect to one
another. The envelopes of thess signals are delayed replicas of
the input signal and its even derivatives, which are time.scaled
but not time-inverted. Notice, however, that the delay result-
ing from the first group of signals is differont from that of the

Vi

w second group. Hence, the second sum of x (¢) represents a
N distorzion term which we call image distortion.

Forn =, the first term in (13) is the desired signal, which
a s given by
xgq(f)= /;‘;-cos [(201-4.:‘) E¥Fue(t-2(t, +13)

- Wy

- T| +T;); wl t-;'] f(!"‘-":"‘z'_'

2 (13)

Notice that for large enough u, terms with n % O may be
neglected from the first sum in (13). Also under this condi-
tion, the image distortion terms will vanish except for the
first one:

- (T m»w,:%]

+
‘f"'2t;+!3"‘2‘1'.‘l-—-&).

t:% e~ 2(2, +¢3)

Wi *wz L 2:;'4“ "'Tz" 2T|)
.rlz $—--
. ! ( 6u 3 6 - (16)
Now, if the system bandwidth (which depends on ) is much
' larger than the input signal bandwidth, then it might be possi-
i ble to use a delta function as an approximation for g(¢, 4) in
| R F-12
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Fig. 2. Relative time intervals of desired and imaged signals,

(6). In this case (refer to [3]) we have

v ’ )
Fr() exp (2jur?)} 7/% exp (zi ‘;’—“) r (t ﬁ)
(rm

for any slowly varying functioi. 7(¢) and large & Applying
this spproximation to 4 (w) and B(w) in (5), x (1) will inclvde
only x4 (f) and x; () (of (15} and (16), respectively). In the
sequel, the first sum in (13), except for x4 (¢), will be called
deita function approximation distortion.

ELIMINATION OF IMAGE DISTORTION

Because of the difference in envelope delays of the image
distortion and the desired signal, it is possible to elintnate the
distortion terms by using time gating. To derive the condi-
tions that are necessary for time gating, Fig. 2 depitts the
timing reladons between the desired and imaged signals. It
shows the case where 1, =r,, namely, the inpur starts at the
same time when the sampling chirp m(¢) begins and lasts for a
time not less than the sampling time 2. Clearly, to be able 10
use time gate for image elimination, we must have either

ATy +Ty  wy-wy )
ty by b 212 2L -2
Lty 2 2% <Yy 3
LT ot
6 6u

or

*207'. -7 $U1 + Wy

T; , wi-wy z
‘l*" *‘3": 1 >‘l-.1-

2u 3 6 6u
By rearranging, we have
22U (23 + Ty +T)) € wy - 26y
or
2220+ T2 - STP w, 2. (1¢

ESTIMATION OF DELTA FUNCTION APPROXIMATION
DISTORTION

Using the fact that the first term of the sum in {10) is
given by '

w W
R 1= q) dQ=r(t=
2n (ﬂ’“p(lm ) '( 2#)

. .\'l\-
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MESSER AND BAR-NESS: SAW TIME INVERSION SYSTEM

we have .

- 1
${r (1) exp jurh} -/ L oxp (31 ‘;l)[r (t 2—‘:)

AL
+ — —_—
2x T nl \dp -
.qin el
Q R(Q)exp(t] e 9) dQ].
(19)

Assumming that the image distortion is removed, the output
envelope y(2) of the system in Fig. 1 can be obtained from

(5) together with (19):
y@=f(T'- r)* }‘_ %(j—“)"fn" F(Q)

u-l
3, )
. — Q) dQ 0
exp (/ M (20)
where
. ATy +T; | wy-wy

T =21 + .

n+rt 2 t I (21)

Thus, the error (distortion) € (r) caused by the delta function
approximation is given by the second term in (20). Using tri-
angle and Schwarz inequalities, we get

<o S1E0E) T

. f IE(Q)exp [ (T - )Q) P dn}"’

() [ an fir@rr anl”

(22)

):

Stnce £(f) is band-limited to w, the first integral equals

w w an
4n+} (-2.) ’
The second integral is the energy £ of the input ngml fQ).
Hence, (22) yields

lewi< :; [E"' 4n1+l (ﬁ (ﬁ)")’] "
v £ e @

Equadon (23) provides a umiform bound on the distortion of
the delua function approximation, and hence it is also a bound
for the average distortion,

T
%f le(r)dr.
°

T AR S SRV
A—_ALL_A_¥;._1L;". a

439
Also, notice that
= 1w\ ) ::(w“ (w=)
==} =—==< ¥ ={—] = — -1
"Z_:‘ n!(16) Van+l o ont 16;1) exp 16u ;

and therefore we have another bound, namely,
le()| < VEw (ex (—'f’—\ - 1) (24)
PA\len/ ’ “s

Using Cauchy inequality in (23) we get

191/2 e
\/F- i 1 |
le(n) € w[ (—-—-——) ]
S \Wan+l n!
- wi |32
LLSY
) w3/16u
VEw-0.48 =67 (25) "-.‘_-_
Notice that for (25) to apply, we must have w?/16u < 1. The >
three bounds of (23), (24), and (25) are depicted in Fig. 3. N
COMPUTER SIMULATION RESULTS 5
The system of Fig. 1 was simulated on a digital computer. ’
The chirp filters were modeled by their impulse responses, as
in (2) and (3), the basic parameters being
W) Ty = 211(60 MHZ)
' :r, =0 i
u=pe =0.2 MHz/us o )
T,=6.25us .
Ty =25 us, -
The input signal was of the form

f(t)-ﬁn(ﬂ/T,)r+0.Ssin(21r/T,) t, 0Si<T,

= 0, elsewhere (26)

where T, = T,. Fig. 4 shows the input signal in the time and
frequency domains.
The continuous signals £ (¢), m (£), and ¢ (f) were sampled
every 0.01 us, and the sampled product of f(r) and m (r) was -
convolved with the sampled ¢ (¢) using fast Fourier transform
(FFT), by multiplying them in the frequency domain and
then finding the inveise transformation using inverse fast
Fourier transform (IFFT). .
To show the effect of w?/16u on the output distortion, the N
simulation was run four times, each with a different u (g, ’
/2, 1o /4, o/5) and all with the same input signal (of band-
width w). Since B = 2uT, changing u while keeping T (the
chirp filter dispersive time) fixed means that the filter band-
width is changed. Fig. S depicts the input and the output of
the system for each case. The lower traces show x (¢) (refer 10 '
Fig. 1) while the upper trace shows m (r) modulated by £ (r), ®
which is the input to the convolving chirp filter ¢ (¢).
To calculaie the amount of distortions, the output was
envelope-detected by finding the maximum value of 25 points

F-13

St S R
SPULNLIREUNL SR SR Yt -\-'-';'-f._r,--‘--'A RO




48 IEEE TRANSACTIONS ON SONICS AND ULTRASONICS, YOL. SU-28, NO. 6, NOVEMBER 1981
ivEW ]/
S H . :
- (2 ®
1 e S U
/ et .
[N} ] )
/i
" ¢ |
[} 2
P / , 0.48 ;’—
] ! R RV
v .2
/ "(b(m) 1
[ Lo
1.0 2 / '
s -p(m)-x ‘ I
,I
. / ,
L / ’/
o // 'I
2
Q.9 / F)
/ /
’
3 '
’ ’
b / I’
- /’
L/
o . A el | Y i 2 1 1 A A A 1 i A s ' )
0 [k T8 T.% 2.0
2
o
Fig. 3. Error’s three uppet bounds. 16w
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Fig. 4. Simulated input signal in time and frequency domains.

in x (r); this was then used as the new value for the envelope  different input signal, £(r) of (26) with T; = (2/3) T, . The

detected output, and the procedure repeated for the next 25 error is calculated by
points, and so on. The constant delay between the input and 1 N
output was then eliminated, and the envelope-detected output 1*5 > 1f(T- k)-y () an
compared with the time-inverted replica of the input. This . k=1
was done for all the cases shown in Fig. 5 and :epeated fora where y (k) is the envelope-detected desired output without
- F-14
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xS o Fig. 5. Effect of w3/16u on output distorton.

: the constant delxy, with 1 (k) and y (k) behg of same magni-

l‘ i tude. Thus, 7y represents the sverage error
' l—frle(r)ldr
CoTA
i inthe sampled form.
.'.' " Fig. 6 depicts v as a function of u for the two different in-

" puts, of bandwidths w, and wy, wy > w,, a3 well as showing
i the theoretical upper bounds on the error, calculsted for the
- two cases using (23).

Discussion aAND CoNCLUSION

® © The output distortions in delta function approximation time

- " inversion systems were examined. It was shown that the image
distortion can be eliminated using a time gate cr by using a
bandpass filter at the output, with bandwidih w centered at
2w, - Wy, when 2 (20 - ¢)/3> 2w/3.

459

Calcuiainsd
Sovnd for L

n Aad e, TS A;lm "

<) "

z ilopa v
Fig. 6. Average srror as function of u for fixed w. (a) Simulation re-

sults for wy. (b) Simulation results for wq > wy. (c) Calculgted up-
per bound for wy. (d) Calculated upper bound for wg > wy.

=2
3

moved because . is finite. It was shown, however, that the
error caused by this distortion is upper-bounded, and the
bound grows with w?/16u. Computer simulation results were
shown to support this theory. Thus Fig. 5 shows that for fixed
w, the distortions grow with I/u, and from Fig. 6 it can be
shown that for fixed &, the average error grows with w, Fur-
thermore, the simulated average error was shown to be
bounded by the calculated theoredcal bounds.

These results mean that if an input signal of a certain time
duration needs to be time-inverted, the system of Fig. 1 is
satisfactory if the chirp filter's bandwidth is much larger than
the bandwidth of the input signal. If such filters do not exist
or are too expensive, another time inversion system can be
used [S]. However, more chirp filters will be required.
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VIDEBAND INSTANTANEQUS FREQUENCY MEASUREMENTS (ITM) USING

- _ SAW DEVICES«
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Abhstract

A popular method of performing frequency
measurement is by using the autocorrelation of
the signal to te measured with a delayed (fixed
delay) version of the same signal. A disadvan-
tage of this approach ig the ambiguity in the
result unless the input bandwidth is limited.

Instead, a variable delay line controlled
by a feedback arrangement is proposed in this
work. This approach using SAW components for
the voltage controlled delay line (VCDL) is
shown to »rovide a wide-band measurement withno
ambiguity.37stess with different feedback loop
filters are analyzed and compared. Some com-
puter simulacions and experimentally set-up
results are a's~ included.

1. 1Introduction

Frequency neasuring systems are important io
nany applications. One popular method of perform—
irg such peasurements is to autocorrelats the

"signal to be measured with a delay version of the

same signal. Such a system arrangement vhich is
depicted in figure 1 is usually termed instantan—
The output
voltage can be related to multivaluzs of the in-
coming signal frequency unless the possible baad-
vidth of frequencies is limited. In fact, un-
-ambiguous measurement csn be obtuined only if the
input bandwidth &f 4is less than 1/2  where

i{¢ the fixed delay. Furthermore, the relation be-

- tusen the output voltage and the frequency to be

neasured s highly nonlinear unless further.
_ragtriction on bandwidth is imposed.

In recent years (1] surface acoustic wave
(SAW) components wvere used to advantage in many
different applications in communication and sig-
nal processing. One of these components whizh 1is
widely used 1n analog precessing is the chirp
filter (see for exasple [2]). A system that per-
forms thae function of a voltage controlled delay
line VCDL can be procured using a cascadcd ar-
tangenment of two chirp filters (3,4].

*This work is partially supported by the Air Force
Office of Scientific Rascnrch under grant No.
AfOSR-?B 3688.

Curtently on leave of absence from School of En-
gineering, Tel-Aviv University.
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. In this work we cousider the use of & vari-
able delay line for IFM. The correlator output is
filtered and fed-back to control the delay line.
This feedback cystem that mathematically resem-
bles a Frequency Modulation Feedback (FMFB) ar-
rangement enables one to obtain wideband IR{. " Ia
fact, such an arrangement might be used as well
in other applications such as in wideband F de-
tection. SAW voltage controlled delay line will-
be utilized as a variable delay. The work in-
cludes secrting up the dyudadic equations of dif-
-ferent loop filters. The phase plane representa-
tion is used to determine the sin~ularities of
the system and to aid in combating the ambiguicy
problem. A comparison of performance wizh dif-
ferent loop filters is made by considering the
necessary limitations needed to have unambiguous
measurements, as well as by the acquisition time

‘of the system, i.e. the time that it takes for

the output (measuring) voltage to get sufficiently
close to its final value.

It 1s showvn that with proper selection of
the chirp filters used in the VCDL, the corres-
‘pondence of input frequency to voltage out,ut is
wnique, and hence the ambiguity problem is eli-
minated. It {s also shown that the frequency
measuring bandwidth, which practically equals the
VCDL bandwidth, 1s essentially large and depends
only on the chirp filter parareters.

Computer simulation and experimental results
support the theory.

fized deloy

[R——— Yo ®
'l"c?'”a' a2
—z-GODUif

Flgure | Flxed dalay IFM°

{
iy 25

2. System Block Diagram and Equation

The block diagram of a variable delay IR is
depicted in figura 2. The VCDL is consijered com~
posed of a frequency coutrolled variable delay
1ine (FCDL) and a voltage controlled oscillator.
1f the loop gain is sufficiently large or the loop
filter includes a pole at zero, the system steady
state is at a point where the autocorrelation of

‘s
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che input 1is close to or at zero. Particularly
for a single tone i{nput, the autocorrelation func-
tion 13 & sine vave vith the same frequency as the
input. Using the relacion between the output
voltage v,(t) and cthe signal autocorrelacion's,
zero crossing we facilitate our frequency
peasurenents.,

v s
i .
Auuu,'

figure 2 variable detey IFM

The VCDL characteristic is given by (4]

— (1)

t(uo) =c, + Cuys W ® kv v (1)

1 ]

vhere k_ {s the VCO gain and ¢, and ¢, are con-

stants 'which depend on the Fcb‘l.'s chirp filcer
‘patematers. The general loop equation is

v o

v, (x) = kF(p) v () v (e=ci=c ok v (£)) (2)

or
uo(t) - kli(p)vi(c) vi(t'°1°czwo(=)) (3)

where P(p) with pdd/dt, is the Heaviside operator
re~resenting the loop filter transfer funccion and
k=~ Hkv represents the total loop gain.

Yor frequency Dessurement we assume v, ~
A cos w,t where 11 - w1/2u is the input £r‘qu¢ncy
to be atasured. 'With this (3) bacouwes

 (t) = 'Izlr(p)cot[wi(cl-cz w ()] (4)

vhers ve n&glec: the doudble frequency terms and 1ct'
A = v2, Together with v, = W /k,, this adynamic

-aquation deternines the transient ss well as the
steady state components of the output measurement
voltage as a function of input frequency, w,, to
be measured. This, obviously, depends on the
filcer transfer function F(p). In tha next gsec-
tions va discuss in some detail the case whas this
filtar {s forwed of & perfect intcegrator aand only
.present some result related to the cases with other
different filter tranafer functions.

2.1 The Perfect Integrator Loop Case

. Yor this case F(p) = 1/p and (4) “~comes

&o(:) =k cos [ (s 4cqu (¢))] (5)

where G_(t) = do (t)/dt. This is & firsc order
non-1inedr differlntial equation, whose solution 1a

F-17

1 (tnel)m
PN QLI T AN
mo(:) e, 2w1 cl

._1_ -1 “mi -, .k, t
+ ”1 {tan tan(-z*—r(cl+c2u°(0))) e 121 1

(6)
qd for c2k1>0 wve have for the ateady state
1 (4n+l)n
oss © c 2w, < M

.

or for the output voltage .

- .L.[S."z.&*‘_l_)'.' - Cll (8)

v
oss czkv .

That 1s, the output depends inversely on the input
signal frequency with ambiguit{es resulting from
the different possible values of n. To {nvestigate
the characteristics of the solution, ve use the
phase plane representation of (5) as it i{s done in
figure 3. Clearly, the system will settle i the
steady state at one of the stable singular points
of (7) depending on the initial value w (D). 1f
ve choose the stahble point corrnponding to a~0 as
our desired solution we must limit w (0) to the

tegion o
o 2¥/C w
—,
\?(,—Z-,l -c//\,'z(%}l -¢,)
£
—_— w,
ey NN
5%( !Eﬁ"ﬂ 'r
Feeil

Figure 3 Pnase plane of the system’s dynamic equation
with perfect integrator

1 .= 1 3r
- -c;(fm—i + Cl) < w°(0)< c—z(m; - ) (9)
fur any Wys
Aw & :
Wwewg L luw ty €10)

vhere Aw is the ioput (radian)bandwideh and w_  1s
the center frequency of this band. The smallést
region for wo(O) is given from (9) by

1 " 1 In
= qtizwc'ﬁm;?)- - C1]< MO(O)<C_2 (ZZ\WC'O'E/ZS cl)]

uy
which leads to & VCO output frequency raoge
2w
N P I (12)



and VCO center f{requency,

Y Ll
% " & TR T <Y -

This limictation on the output frequency of VCO s
pot sufficfent to obtain & unique singular stable

poing solution, unless we assure that the &Sable
point for the extreme case with we W, - stays
within the region of (11), That 1s
1 n 1 n R 14
‘é;[iZu' 7D " ) ¢ °2[z-( ey (14)
¢ . Wt

‘or .

Aw/wc < 1 (s

wvhich aeans the foput bandsidth has to be limited to
less than 1002 of its center frequency. However,
the systen bandwidth is limicted by the VCDL band-
wvidth which {s less than 100% and (15) follows.

Por s SAV veoltage controlled delay line we

have [4] ¢, = 1/24 , wvhen i 1s the chirp filcer
slopu and,

Bs e Ay = 2uT - Amo (16)

where B, 1s the dandwidth of the VCDL (for a con-
f4iguration vith two identical chirp filters)
and 2uT is the bandwidzh of the chirp filters.

~ Substitutinog (12) inte (16), we obtain after some

algebraic manipulacion

& 4 280w ~uT)+6u (27-Tu_)=0 (17

vhich has a positive solutfon,

Mo = yT-w, + T+ uc)z - 8uw a8)

provided UT + w_ > 2/2um . This 1is the system
bandwidth, vhich Ts very close to the filcer's
bandwidth 2uT {f the gsecond term urier the root
sign is sufficiently small,

Beside the system bandwidth, another important
parameter in designing IFM is the acquisgition time,
‘l‘.. This vill be defined as the time it takes the
syatcm to reach a state where the output voltage
geots to 902 of its final sceady state value. Ome

T . -
]

)3
ey 1n (a) o

vhere

tan(0.005 weey - 0.025m)

u -
can(O.suicl - 0,25m)

(21)

From which ve notice that the acquisicion time
depends on the VCDL paramcters c, and c, as well
as on the loop gain k and the measured }nput
frequency w,. For any iaput frequency, T_1is
larger vhen'c, and k are smaller. s

2.2 Other loop filteripng cases

We consider two additional kinds of loop
filters in this section;

a. F(p) = ?

Equation (4) becoues,

ak ccn[m1 (cy+equ (t) )]
4w, cok ainfwi(cl*czwoﬁt) )]

&occ)- (22)

The steady state solutions of this equation are the
same as those of the previous case, so that the
vhole discussion concerning the suitable desiga
that leads to non-smbiguocus solutions applies to
this case 33 well. However the acquisition time is
different and given dy

1 B
r.--————. Cz kul 1n [a.B] (23)
wvhere a as in (21),
cos (O.lmicl-i-o.loSn) .
g e (2‘0)
cos (u*ci)
and
3w, e, k 25)

Comparing (22) with (20) ve conclude the following,

1n8 a-1
can show, using (5), that the time T that it takes s> 3 % T'i‘ < T,z- 26)
v,(t) to get to the value v = v (1)), starting at
’ vo(O) = 0, 19 given by P ? 1ng -1 - a7
m > 5 a> 'r. > iy )
1 2
rP ”
1 tan[ 7 ”1(‘:1*°2kvvop)] . where T, and T4, are the acquisition times of the
19' Idt'- ok, 1a( @ ) (9. previousland the‘current loop filrer cases.
o 11 tan [- T 4 -2-—" 1] reepectively. That is with the same system’s
’ 4 psrameters and input frequency, different value
‘v Using (8) we have forn s O of a (the zero of the loop filter) can mske either
. e e of tliese cases have smaller acquisition time
F-18
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b. F(p) s
Here (4) becooes,

u%(t) - kl coafwi(c1 + czwo(:))]-b “b(t) (28)
The phase plane representation of this equation is
given in figure 4. Notice that with proper choice
of the pole b the system vill have only one singu-
lar point and hence no asbiguity in the measurement
and there {s no need for performance limitacion
(restriction of the range of the VCO frequeacies).
1t is obvious that this unique singular point 1is s
_stable point if and only 1f b is posicive.

To conclude wve remark that 3 proper combina-
tion of the previous case, as for example using
.P(p) = p + a/(p*+b) can lead to a design, having no
ambiguity (by proper choice of b) and satisfying
acquisition time (by proper choice of a).

Figure 4 Phase picne of 1ae system’s dynamic
squatica with F(p)si/p+d

. ¢ eeeiem —— . -ew

3. Stimulation Results

: The following parameters vere used in the
digical simulation;

. k.l-l kv =1 G * 0 (or cl-l) € ® 2.57

and a = 2

In tables 1 and 2 ve present the tlf}lltl of thesae
simvlatious vhen the locp filters used were 1/p
and p + a/p respectively. Notice the spaller
acquisition time in the second case.

F-19

;i w . Voss T. Vous

a i 3 simulation sizulation calculated

N 0.1 |o 2 22 2.000

) 0.1 |1.0]1.87266 22 1,872676

o 0.05 |0 [3.99998 a8 4,000 :
- 0.025/0 [7.99995 69 8.000 ‘
:; Table 1. Simulation Results with F(p) = 1/p
- v v

:- e oss ‘rl cee

-~ wy 1 |sinulation | simulation [calculated

e 0.1 |0 2 s 2.00

- 0.1 |1.0 1.8726 € 1.872604

S 0.05 |0 4 9 4,00

. 0.025{0 8 13 8.00

“ .
- Table 2. Simulation Results with r(p)-(p+.)}
= '

.\

.\

ngp.xxffékﬂféf w{ﬁ?ijdyn S e e e

In figure 5 we draw the transient behavior of the
.output voltages,
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4. Experimental Set Up

The block diagram of Figure 6 was uged to
examine the principal idea of this paper. The
results of the measurement done with the exper{-
mental setup are summarized in figure 7
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Appendix G: Enhanced Image Quality With Sparse Arrays

8. A NULLING TECHNIQUE FOR MICROWAVE IMAGING WITH A RANDOM THINNED ARRAY.'
C. Nelson Dorny Lih-Tyng Hwang

INTRODUCTION
Target Model for Microwave Imaging
Microvave images differ from optical images. The waveliengths of light are

much gsmaller than those of microwaves. Most objects are sufficliently rough at op-
tical wavelengths to scatter light, permitting formation of visual images of ob-
jects. At microwave wavelengths many objects have smooth surfaces which do not
scatter radiation, but reflect it quasi-gpecularly. An aircraft imaged by a radio
camera is an example: it contains flat surfaces such as the fuselage and some small
details such as windows, edges and corners on the aircraft. A microwave antenna
"sees" the fuselage only when a sgpecular return is received. The flat suriace ap-
pears 'black™ except in a narrow viewing sector. In this situation, a strong high-
light within the image is a function of transmitter-object-receiver geometry, and
therefore does not necessarily help the user in identifying the object. The weaker -
signals received from the small scattering objects (if strong enough to be visible)
tend to outline the object being viewed; their relative locations are not affected
by the geomecry. They generally can provide information for object recognition.
Since the scattering sources are weak relative to the highlights, wide dynamic range
of the target echoes becomes the first assumption in the target model. Since high-
lights tend to appear only over a very narrow angle in the image and since the scat-
tering objects tend to be small and isolated, we model targets for microwave imaging

by a set of discrete point scatterers.

Conventional Spatial Signal Processing
We have modeled a target scene by a discrete set of scatterers with wide

dynamic range. Assume the targets are in the far field of the array. Then

the scene function can be written as

K
s(u) = § 8,8 (u-u,) (1)
k=1
Where u = 8in6, 6 is the angle measured from the broadside of the antenna array,

8, is the complex strength of the kth target at "angle" UL and K is the number
of targets.

#This work is supported by the Air Force Office of Scientific Research, under
Grant No. AFOSR-82-0012. '
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FIGURE 8.1 ARRAY GEOMETRY

Let X, denoce the position of the nth element of the array as shown in Fig-
ure B8.1. The signal received at the nCh element can be represented as
§ - %F *a'k
$(x) = e ()
a’ 7L %k ,

S(xn) is the Fourier transform of the scene function. To image the scene, that
is, to estimate the magnitudes, phases and directions of the target scatterer,
the conventional approach is to take the inverse Fourier transform of the aper-

ture distribution S(xn), ag shown in Fisure 8.2.

ARRAY OUTPUT, IMAGE OF s(u)

FIGURE 8.2 CONVENTIONAL 3PATIAL SIGNAL PROCESSING

Assuming no noise and no element position error, the image of s(u) is,

2n 2n
N j—- X u K -J _—xX u K
- 1 A n A "nk
s(u) = = Z e ( Z a e ) = f(u=u,)
N =1 k=1 X kglak k
E
= fu) * a, §(u~u ) 3)
k=1 k k
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vhere f(u) is the array factor. The equation says that the image of s(u) is a
sumeation of weighted and shifted array factcrs. If f(u) were a delta func-

tion, we would obtain & perfect image. Because of the finite size of the an-~
tenna array, f(u) is only an approximation of the delta function; it possess-
es a mainbeam with finite width and sidelobes. We cannot lmage a scene exact-

ly by using a €inite size antenna array.

Random Thinned Array

The requirement of a large antenna array is imposed through the need for
good resolution. The resclution is determined by the width of the mainbeam of
the array factor. The beamwidth is A/L, where \ 1s the wavelength of the mi-
crowave signal and L is the size of the antenna array. Microwave wavelengths
run from about 1 to 30 cm. To achieve a beamwidth (or resolving power) of
10-6 rad, which is common for a camera lens, a microwave aperture =i ¢ to be
100 m to 3 km in size. Because of this large size, the elements . - -y
placed conformal to the terrain. We assume they are randomly placed. To
build a filled array of this size would take 2 x 106 elements, a number which
is too large and impractical. The array must be thihned drastically. Random-~-
ness and thinning are twg basic requirements wiich we impose in constructing
an antenna array for high angular resolution microwave imaging. The effect of
thinning 1is to increase the sidelobe level of the array. )

What is the problem?

Due to drastic thinning of the array, high peak sidelobes emerge in the
array factor. Since an image consists of the sum of the mainbeam response and
the sidelobe response of targets, if the mainbeam response of a small target
is smaller than the sidelobe response of a strong target, the small target is
not distinguishable. We use the output of a random thinned array for a test

scene to illustrate this point. The characteristics of the array and the tar-
get scene ave:

Array aperture size = 1000 A: resolution 1 mr.

Number of elemants = 45: average sidelobe level, -17 dB; peak sidelobe
level, ~7 to -10 dB.

(Table continued)
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Test Scene (4 scatterers):
e \
Direction (Bk) Magnitude Phase

1.5 ar 0 dB -6°
4.3 -3 160°
8.0 =12 35°
12.4 -38 45°

The imsge of the scene or.ained via the 45-element array is shown in Figure 8.3.

de ]
=12 J

1%

-48 -
-\::.~ —sa I} A - A ' A A A A | W L ':
e -1 8 1 2 3 4 S 3 7 8 9 18 11 12 13 14
S mr
< . FIGURE 8.3 SCENE IMAGE USING 45-ELEMENT ARRAY. (Arrows denote i
. magnitudes and positions of scatterers.) o
o .
= dB ‘
n 2 L v
bt -24} "
o -36 o
e [ .
& -8} =
'.: -BGJ e o L i L 1 . . Ll i o
Lo -1 8 1 2 3 4 5 6 7 8 8 18 11 12 13 14
'J_:.- mr ..
o FIGURE 8.4 SCENE IMAGE YSING 360-ELEMENT ARRAY.
v <
;,-j, If we esrimate the locations of the targets on the basis of the strength of the
PRl ~
\N output, the third and fourth targets will be incorrectly located. Since the
::‘f::‘ fourth target'is well below the average sidelobe level, we do not expect to be ‘-'
_'.ﬂ able to observe it. The third is higher than the average sidelobe level, but =
=
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is below the peak sidelobe level. We wish to observe it. Increasing the num-

ber of elements will reduce the sidelobe level of the array factor and permit

observation of the third target (Figure 3.4). But increasing the number of

elements means increasing the cost of the array. The object of thig work is

to image a wide dynamic range scene with relatively few elements.

How to solve the problem

An image consiatgs of the sum of the mainbeam response and sidelobe response

of the targets. It is the sidelobe response of a strong target that causes the

difficulty in observing a small target. If we are able to estimate the para-

ueters of the strongest target, the response coming from that target can be

eliminated. We can either subtract an estimate of the array reaponse to the

large target from the original array outpur, or we can scan the mainbeam

acrrss the scene while maintaining a null in the estimated direction of the

~-8€ target. Either approach provides a second image in which the gidelobe

responge of the strongest target is reduced.

Consequently, we would expect
the second strongest target to be prominent.

By applying thi: target elimina~
tion technique repeatedly, we are able to determine the target inforpation
sequentially.

The first method, which does target subtraction, is called the clean tech-

nique and 1is being developed by Jenho Tsao. The second method, which fixes a

null in the estimated target direction while scanning the mainbeam across the

scene, we refer to as the nulling technique;

We have extended his work and are developing
technique.

it was conceived by De Yuan Ho.

a theoretical analysis for the
The sequentisl nulling technique, which 1s the main theme of the
proposal, is introduced in the following section.

THE SEQUENTIAL NULLING TECHNIQUE

First, the direction of the peak of the conventional array outpur is de-

termined, It tecomes the first (strongest) estimated target direction. In

the second scan, a null is fixed in that estimated strong-target direction

while scanning the mainbeam cross the scene. The algorithm which establishes

a null in the escimated target direction and a mainbeam in the scanning direc-
tion is described in [2]) and [12].

The second~-s'rongest target direction is
determined from the second scan.

In the third scan, two nulls are fixed, in

the direction of the two largest targets. By performing the nulling technique
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repeatedly, a sequence of estimated target directions is determined. The
technique stops when the array output (the total energy in the remaining im-
age) {s sufficiently small to indicate that all targets have been nulled. We
note that at each step where we estimate a target direction by finding the
peak of the output scan, we also obtain an estimate of the magnitude and phase
of the target by taking the magnitude and phase of the output scan in that
direction. The technique is summarized in the following flow chart, Figure 8.5.

SCAN WITH FIND ESTIMATE . SCAN WITH o
CONVENTIONAL |j—id THE TARGET FIXED NULL(S) ‘ sTIP -
WEIGHTS PEAK PARAMETERS ON_ESTIMATED CRITERION -
TARGET(S)
—

FIGURE 8.5 FLOW CHART OF THE SEQUENTIAL NULLING ALGORITHM

AR

. . PR i .,
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Simulation Results

(a) 1ldeal case

Assume that there is essentially no noise in the received signals * ;5
and that the element positions are known exactly (SNR = 40 dB, Opg ™ 0, s
Oy ™ 0). The resulting estimates of the target parameters are:
Direction (mr) Magnitude (dB) Phase &i
1.44 0 -8.31°
4,28 -1.5 160.34° o
8.06 -9.8 35.33° ’
~.05 ~25.0 6.94°

The directions and phaseg of the first three ca: ,2ts are accurately determined.
The errors in estimated target directions are lz28s than 1/20 beamwidth. By
comparison with the true scene data (preceding Figure $.3) we see that the ~
fourth target estimate is incorrect because the summation of leakages through
the nulls is larger than the gtrength of the fourth target.

. [32)
.
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(b) Realistic Cases

R PR AR ARN

In this portion of the simulation, the effect of noise and the effect of
, element positior error on the nulling technique are examined. With noise in

vl the received signals, but no element position error (ch = Q, oay- 0), the re-

sults are:

b ARG

SNR = 10 dB SNR = Q dB True Scene

Estimated l.44 1.46 1.5

Target 4$.25 4.27 4.3
Directions<{

8.02 12.32 8.0
l (mr)
N 12.32 7.85 12.6

The nulling technique appears to tolerate noise well., The thzoretical basis

e

.
e

s

I, ) P

?
Wy

for this noise performance is given later. It is worthwhile to point out that

the nulling technique has self-correcting capability. In the SNR = 0 dB exam-

§

»

-, ple, the technique missed the third strongest target at the third scan, but
= found it in the fourth scan. A technique for differentiating between the false
and true targets has been developed by De Yuan Ho. With element position un-
! ll certainties but essentially no noise (SNR = 40 dB), the results are:

v .! '}"‘ .A‘ ’l. "' ‘ "’

T Tax ~ 102, 0Ay =0 %% ~ 9, GAX,E A
1.55 -.3
Estimated 4.30 11.55
Target .
Directions 7.98 3.68 -
. (mx) . 60 14.25

: ! ‘.“- .. .I-A'._.‘ ." n‘

. .

-

-
’

It 1is apparent that the basic nulling technique can tolerate serious element

RN TSR

i

position error in the direction perpendicular to the beam but cannot toler-
ate significant element position error in the direction along the beam. This B
5 phenomenon results from the fact that a position error in the direction along »

the beam causes much more phase error than does an identical position error in

" the direction perpendicular to the beam.
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It is well known that in the absence of null control, the adaptive beacon
ferming and scanning process can compensate for the phase error caused by posi-
tion error in the direction along the beam. We have implemented adaotive beacon
forming and scanning together with the nulling technique. In the flow chart of
Figure 8.5 the conventional scan is preceded by adaptive beacon forming. Then
the scanning with nulls becomes somewhat more complicated. The results of a
simulation of this implemenctacion are shown below. This simulation uses essen-

tially no noise (SNR=40dB) but includes serious element position error in the
beam direction,

g =0, o = 10A

AX Ay
1.44
Estimated 4.28
Target
Direction 8.06
(mr) -0.05

\ .
Initial theoretical observations concerning the adaptive beacon forming and
scanning process in the nulling context are given in the next section. We con-

clude this section with the following observations:

(1) The nulling technique can detect targers below the average sidelobe
level in the presence of noise. From the simylation results we found that the
nulling technique detected the third strongest target with strength -12 dB,
which is below the expected peak sidelobe level (-10 to -7 dB), but above the
average sidelobe level (-17 dB). We ran another simulation in which the third
target had strength -20 dB. It was correctly estimated with the same array

"wicth signal-to-noise ratio 7 dB. The nulling technique, therefore, appears
able to image a wide dynamic range scene with relatively few elements.

(2) The technique has good noise tolerance.

(3) The technique has good element position tolerance (with ABF)?

(4) Although the technique processes (and nulls) only target directions,
the target magnitudes and phases are obtained as well.

(5) The technique has self-correcting capability.

*ABF = Adaptive Beam-Forming
QPR No., 42
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THEORETICAL COUNS(DERATIONS

We have f.en the effects of noise and element position errors on the suc-

cess of the nulling technique. Initial theories for these effects are present-~

ed later in this section. Even in the absence of noise and element position
error, the accuracy of the nulling technique is affected by other system limi-

tations. We examine them in detail in the followiag. Lastly, since we have

assunmed that the scene consists of a collection of discrete targets, the im-

pact of the various target distributions on the applicability of the nulling
techrique is discussed.

Array output asymmetry and mainbeam imperfection

In the initial scan, the unconstrained radiation pattern is used. 1In the
absence of element noigse and element position error, the mainbeam of the uncon-
strajned radiation pattern iz symmetrical about the pointing direction, the
magnitude in the pointing direction is maximal (equal to 1), and the phage in
that direction ig zero. Such a mainbeam is able to find a lone target exactly.
However, there are sidelobe responses from the otuer targets while the main-
beam is scanning. The sidelobe response is added to the mainbeam response,
resulting in error in target direction estimation. Therefore, in the absence
of element noise and element position error, the error in the first scan (the
“error in the first target estimate) is due entirely to array output asymmetry
caused by sidelobe response.

In the second scan, a null is fixed in the estimated target direction as
the mainbeam scans. Since there is a slight difference between the true tar-
get direction and cthe estimated target direction, leakage through the null re-
sults. This leakage i3 added to the mainbeam response of the second strongest

Thus, the array output asymmetry in the second scan is caused by a
combination of cthe sidelobe response and the null leakage.

target.

In the absence of
element noise and element position error, there is a third source of error in
the second scan, namely, asymmetry of the mainbeam about the pointing direc-
tion., The null-constrained radiation pattern 1s formed by summing several
weighted unconstrained radlation patterns, shifted to the null directions.
Because of the different weights and (probably) asymmetrical null positions
with respect to the pointing direction of the mainbeam, the mainbeam of the

constrained radiation pattern will be asymmetrical about the desired pointing

direction. This phenomenon is pronounced when the main beam pointing direction
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is moved within one beamwidth of a null. Figure 8.6 illustrates this phenomenon.

FIGURE 8.6
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NULL-CONSTRAINED ARRAY PATTERNS. (Solid arrows denote pointing direc-

tions; dashed arrows denote fixed null directions. Coordinate units
are the same for all three patterns.) )
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In the figure the nulls remain fixed but the desired pointing directions are .3
moved. Note that the magnitudes in the respective desired pointing directions *‘
i l are unity, but the maxima do not occur in those direct-ions. ;i
L For the subsequent scans, the error phenomena are essentially the same, j
but the accumulation of null leakages can increase to the point that the prob- -]
ability of false target estimation becomes high for scenes with high dynamic ;
' range. Of course, the true targets may still be detected on subsequent scans., ;’
: - The number of nulls also has an effect on the constrained radiation pattern. \
n ~ This can be seen from Figure 8.7, When the number of degrees of freedom (number -
2 X of elements minus number of nulls) decreases, we have less control over the ‘j.
l‘ shape of the coustrained radiation pattern. ;j
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Noise Properties -
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It is shown in [3] that conventionil coherent spatial signal processing
with an N-element array will improve the signal-to-noise ratio ¢f the indivi-

dual received signals by a factor of N. A single target is assumed in the

It is stated in [8] that if the array output SNR is below about 5 dB
when the beam is pointed at the weaker source,
detected.

derivation.

then the weak source cannot be
These two theories should apply, almost unchanged, to our nulling
technique. We expect to be able to show that the SNR gain of the null-con-

-.‘ »

sl

strained array equals the number of degrees of freedom N-{, where M 1is the
nunber of constrained nulls.

K f..‘ f‘- e

The ability to observe a weak target depends

on the SNR of that weak source. Assuming that we are able to null the strong-

er cargets perfectly, the following rule can be used to predict the capability
of the nulling technique to find the weak target:
Array SNR (weak target)

» l‘l‘|{.

I!I\,' PR

= 10 Log(N-M) + SNF(element) - Dynamic Range (of weak target) > - 5 dB (%)
N e Nyl -

Array Relative to
Gain strongest
target

In the earlier simulation resulcs, we are able to observe the third target,
whose amplitude is 12 dB below the strongest target, by using the 45-element
array and 3 nulls (10 log(45-3) = 16 dB) with a 0 dB element signal-to-noise
ratio (relative to the strongest target),

The left-hand side of the inequality O
is 16 + 0 - 12 = 4, which essentially satisfies the criterion for observation
of the weak target,

R e
- AN

We tried unsuccessfully to resolve the third target after
reducing its amplitude to 20 dB below the strongest target with the same array

S

[ NS

» o4

under the same SNR. This result agrees with the criterion since the left-hand
side equals>l6 + 0 - 20 = =4, which i3 significantly smaller than 5. After we
increased the SNR to 7 dB, we were able to resolve the third (-20 dB) target.

In this case, the lefc-hand side equaled 16 + 7 - 20 = 3, which 1s close to 5.

'
{

Therefore, the detectability criterion appears to reliably predict the capabil~

ity of the nulling technique. We will develop the theoretical noise properties

for a null-cuntrolled radiation pattern vo see 1if the form used above is correct.

Element Position Error

It has been shown in the simulation that the adaptive beacon forming and

scanning procres compensates for phase error caused by element position error

R P
[
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in both the beam and cross-beam directions, even 1f the radiation pattern is
null-constrained. We show mathematically how the ABF process is carried out
and how it reduces the effects of position errors.

Assuming a single target with complex amplitude a, at 6,1.. the image pro-

duced by the conventional scanning process is

RS SR

N jz—ﬂx siné -jglx sino
;(9) - _]; Z e A n (a e A n T)

PR

The term in parenthesis is the signal received at the nth element, and the pre-

RV T B 5TV I R ¥ W IPC IO PRI Y S S AT g

o 2n

O 35 %, 81in8

= mulctiplier e is the weight for beacon forming at angle 8. Since the

' 27 .

TS e J ~ xnsine

gx o element position 1s not known exactly, the calculated weight becomes e ’

e where in is the estimated element position. The above expression becomes

)

AR

' & . , 8 3E i eme -3 3;1 x_sing,

Ry s(@) =5 [ e (a e )

o n=l “

35 8 32 (etos-stnn) 3 2L ax stno ?

) 1 1% xpledndosindy) = 35 &xy 1

N =ay e s e ﬁ

.‘ ' =l i

..".’ N

< The phase error %ﬂ- Axnsine occurs as a result of the element position error. j

:...: ‘\ The effect of phase error on the array output is treated in Chapter 13 of [9]. 3

:6 ) We show in the following how the effect of position error can be reduced by 3

_. [ implementing the ABF process. 1

:'~ - Assume a strong reflector (beacon) can be made available at angle 6, in .

. N

N the vicinity of the single target. The image 1is then N

RS 2n 2n 2n p

-l N J = =x_sind -§ = x_.8ind -j=—x_siné

\:- -:" n-l P

-:: Since the complex amplicude ab of the beacon is large compared to a1 we can Zi

3,‘- :‘ ignore the target signal and measure a, and ZT“ xnsineb accurately at each ele- '-;

! - ment, Therefore, we can form a mainbeam at Ob adaptively without using the R

: element position. The image function can be rewritcen in the form f:

=~ .

~ 2 2n g

N . 1 N 3 - xn(aine—aineb) jT xnsmeb :

T g§(6) = § e ‘e . a

PEE n-l 27 '.!
¥

g 2 -4 2—):-'- x sinOT -3 3 xnsineb i

v (a. e n +a e ) ‘

< T b j
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The second factor on the right-hand side (RHS) 1s the phase adjustment neces-

PAPRY B

sary to beamform at the beacon; these phases are direct measurements of the

ABF signal at each element. The first factor on the RHS is the phase adjust- ii
ment required to scan the beam from eb ro 6, Computation of this phase adjust-
ment requires estimates of the element positions and beacon direction. Since

the element positions are not known exactly, the scanning weight is obtalned
by using the estimated element posicion, in.

R v OO A T

We turn off the beacon while s:canning the beam from 6. to 8 to obtain

. b
Y -
b) N j il x (sine—sine ) 3 2n x 8in® -3 2r x_sind
< - 1 A 'n b A “n T
: S(e)‘q Z e . e (a,re ) .-
: Y nasl o
2n 2n

I y 15 xn(aine-siner) j 7F-Axn(sin6-sin6b) o
: "y e re 2
. nwl}l \'.\
: The phase error, after ABF and scanning, becomes %} Axn(sine-sineb). Since eb "
i is in the neighborhood of the target region, this error is greatly reduced as i§
2 compared with the error %F 4x,sin@ which occurs without ABF, N

Similar logic applies to the image obtained via the null-constrained ra- :H
P diation pattern. The image obtained with a null-constrained radiation pattern V
i for a single target is Ea

‘ ¢
2" 2 2 , 2m -
i) _ Z ( 3 T xnsin6+ g . 35 xnsinem) " e-J : xnsineT)
Be1 @ n T
n-l m=]l

where 61' 52- "'éH are the desired null directions and 68 is the scanning dir-
ection (mainbeam pointing direccion). Bl' 82""'?M’ BM+} are the complex
weights required to place nulls in directions 811 855 «-.By and the unit gain
(essentially the mainbeam) in direction 8. An aignrithm for calculating the
(Bm} is given in [12). Each Bm is a function of {ém), 0, and {xn). B, must be
updated for each scanning angle & even though the null directioms {8,} and i
elam-u: positions (x } do not change during the scan. If the number of ele~ -

mencs is much greacer than the number of nulls, BM+l is approximately equal to

id

l; 1t is always real. IBmI is approximately the sidelobe level of the array.
i We use ﬁm to indicate that these weights are calculated by using the estimated -~

element positions {in}. When the element positions are not known exactly,
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If we have a strong reflector in direction eb, we can beamform adaptively

at 8, and then scan to 6, The array output becomes
2m - 2n - ~
jT xn(sine-sineb) M j 3 xn(smem sineb)
+ I Be ]
m
m=1

- l N -~
s50) =5 ] (B, e
n=]1
2n 2n
- ~ xnsineb -3 3 xnsine,r
v e . (a.r € )
The first factor (In square brackets} is the scanning weight for each element.
The weights are calculated from the estimated element positions (in}, the de-~
sired null directions {ém}, and (ﬁm}. The second factor is the phase shift
that is required to beamform at the beacon. This quantity is measured direct-
ly in the ABT process. It can be accurately measured if the beacon is a good
phase synchronizing source. The last term is the received signal. After

manipulation, again letring 6144-1 -9, 8(68) becoves

2n A 27 ‘ -
M+l N J=— x (8in6_=-ainbd,) 45— Ax_{8ing -sineb)
9(6)-3,1,2 (L 5§ 20 n T, A n m !
m N -
m=] nel

After ABF and scanning, the phase error is ZT" Axn(smém-sineb), which 1s great-

lv reduced as compared with the nrevious phase error 2Tﬂ Axnsinam. Since eb is
in the vicinity of the target, (ainéﬁ-sineb) is a very small gquantity; it re-
duces the effect of element position error bx . The formulation easily ex-~
tends to two- or three-dimensicnal arrays by carrying the y and z, terms.

The ABF process also reduces the effect of element position errors A,\'n and Azn.

B T I T T S
LA . LI A I I LA Il SO R RS - . -
et .- C e TR S .t e 8 L te L ea s s e s e e e, e-s =

- - . - . ..

T e T T T T TN T AT T N e T A T L e S s MR S I A JRC AL N I
20 2n - - 27
N : §= x_8in8 M J = x%_sin® -3 x_sind
- 1 5 A 'n o A “n o A m T
s(6) =% 1 (B, e + § B Yaj e )
n=1 m=1
21! ~ . gl a
l N Y xn(ainem sina.r) . 3% Axnsinem
Z By o (5 Le e ]
m-l n=l
where we let 5M+1 = §, The exponent 27" Axnsiném in the last factor is the
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Target Model

We have assumed that a scene is a collection of discrete targets. If
two targets are closer together than one beamwidth of the array radiation pat-
tern, the array output will have only one peak. If we put a null in that
peak direction, the null leakage will be large. Therefore, we may need to

use a null sector instead of a point null. The feasibility of using a null
sector 18 under investigation.

RESEARCH PLAN

I. Theoretical Anéiysis. Determine the theoretical limitations to tar-
get detectability and accuracy via the nulling technique caused by:
1, The array output asymmetry owing to the sidelobe response.

The null leakage owing to errors in target direction estimation.

2
3. Mainbeam imperfection in the null-constrained radiation pattern.
4. Noise.

5

Element positicn errors (assuming use of adaptive beacon forming
and scanning of the null-constrained radiation patterm).

II. Praccical Evaluation

1. Evaluate the processing requirements for practical implementation
of the nulling technique.

2. Test the technique on real data from the Valley Forge Research
Center.

III. Algorithm Development. To the extent possible within time limica-
tions, attempt to:

1. Incorporate into the algorithm De Yuan Ho's technique for differ-
entiating true targets from false targets.

2. Determine the feasibility of prescribing a null sector in order
to null two targets which are closer together than one beamwidth.

Lih~Tyng Hwang
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7. A NULLING TECHNIQUE FOR MICROWAVE IMAGING WITH A RANDOM THINNED ARRAY
C. Nelson Dorny . Lih-tyng Hwang

INTRODUCTION

Reference {1] introduced a sequential nulling technique for microwave
inagiag with a random thinned srray. The direction of the peak of the conven-
tional scanned array output is usad as an estimate of the first (strongest)
target direction. The target scene is then scanned a second time (perhaps by
merely reprocessing the same received data used in the first scan) while
maintaining a null {n the estimated direction of the first target, thereby
locating the second-strongest target. The process is repeated until all tar-
gete are located or the noise/artifact level is reached.

Reference (1] describes the sources of error which corrupt the sequential

imaging p-ocess. The first source of error is the error in estimated direction

of the first target owing to the sidelobe responss from other targets. This
article derives an estimate of that directional error. It is shown that this
€rror can be expected to be in the order of 0.05 beamwidths for most scenes.

Direction Estimation Error in the First Scan

The powar output of an array for a scene consigting of K point targets is =

K K
PCuw) = { § afCu-u )M ¥ af(umu)}” (1)
k'ltk e k_l‘k "

where u = sind, 6 1s the angular direction relative to broadside, a, is the
couplex strength of kth target, u, is direction of the kth target, and f£(u) 1is
the unconstrained radiation pactern. The first target diraction estimate u

1
is the central peak of the array power output. That {s,
P'(u) u_; =0 (2)
1
The difference Aul - Gl-ul is cthe egrimation error. Assuming uy 18 close

to U Aul can be axplicitly expressed through the following linear approxima-
tion:

[} L}
: P lu-ﬁl - P lu-ul P'Iu-ul P
P"(u) uwy s - - o or Aul s - i 3
1 ul—ul 1 utyy

*This work is aupported by the Air Force Office of Scientific Research under
Grant No. AFOSR-82-0C12, the Office of Naval Research under Grant No. NOOOlé4=-
79-C-0505, and the Army Research Office under Contract DAAC29-81-K-~0105.
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I Computer simulations for specific arrays demonstrate that (3) is a good approx- :‘
imation for valuaes of duy much smaller than the beamwidth., The results on the -

. lefr oi Table 7.1 are obtained by searching for the peak of the array output.

B -

Those on the right are obtained by using (3). The scene contains two targets:
e at 1.5 ar (0 dB, ~6° ralative phase), the other at 4.3 mr (-3 dB, 160° rela-
tive phagse). The array consists of 45 idantical elements randomly distributed
over a linear aperture of 1000 wvavelengths. Thus the array besmwidth is 1 mr

wvith a peak sidelobe level of approximately -7 dB. Five different sets of ran-
dom element positions were simuylated. The simulated and approximated values

of 8u, are identical to within about 0.0l beamwidth or less. Thus, we conclude
that (3) gives a good approximation to the real estimation error.

‘ Trial uy Aul(simhced) 4u, (linear approximation)
' #1 1.427 ar «,073 o =,073 =z

N 2 1.528 .028 .061

= 3 1.399 -.101 -.093

& 1377 -.123 -.122

- 5 1.41 -.09 ' -.106

. ' Avarage .

. (&sy) -.072 mr -.07 mr

TABLE 7.1 DIRECTION ESTIMATION ERROR Aul FOR A SPECIFIC TWO-
TARGET SCENE

Simplification of the Twn=Target Case
] For an arbitrary two-target scene (and small fu,), the analytical escimate
(3) can be expressed

R I PO G Y - N U RLISILIICILES ¢ § POPiel i SV SN ~ J PRPWI e es. ~ | T AR LONLESINA — ) WIS T W WA b T T R

o [a,] a
‘ L n, + (—)2 N
1 2
I“ll I'll
g buge - ™ ™ (4)
o a a
2" p +—20p (=22 p, ]
A 1l I“ l 12 la | 2
1 1
Ay ]
> Whera . is the etrength of target k, k = 1, 2, and where we define
. ‘N N 20 o
N, = ; § (xi-xj)om{T xj (uz-ul) + (a.l-cz)} :1
o i (Continued) ’j
o n
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N, 521 § (x,=x)81al5E (x =x,) (u)-u,)}
NN

Dy, " ; § (xi-xj)zcon(%; xj(uz-ul) + (61-02)}
1 NN

D, = ~2-§. § (x’.-xj)2
1 NN 29

D, = §-§ § (‘1'*J)Z°°'{Tr (xi-xj)(ul-uz)} (3)

and % ls the phase of tacget k, x and xy are random element posi:ious.

Figure 7.1 shows the ideal arxay output for two targets of equal strength,
one beamwidth apart. The two targets are not resolvable if they are of equal
phase. The equal phase case is the most difficult case for target location or
separation. For two targets having the gsame strength and same phase, the sepa-
ration raquired for resolution of the targets is about 1.5 beamwidths (Figure
7.2). This o!':aserva:ion confirms the conclusion in {2], which states that the
required separation for equal-strength sources is about 1.5 to 2 beamwidths.

There is no need, therefore, to be concerned about target estimation error Aul
for equal strength targets if the target spacing is lesa than 2 beamwidths.

-“ e l 2 J 2
8 (mr)

FIGURE 7.1 ARRAY OUTPUTS FOR TWO TARGETS OF EQUAL STRENGTH, '
1 Mrad APART, USING A 1 Mrad BEAMWIDTH.
b=a,-a; =0;(> b=90°(3 b=180°.

b
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A F "URE 7.2 ARRAY OUTPUTS FOR TWO TARGETS OF EQUAL STRENGTH,
- SAME PHASE, USING A 1 Méad BEAMWIDTH.
’ uz1 ®up =uy =1.0 bv; uy; = 1.2 bw;
- ugy = i.S gv; @“21 =2.0 %v.
l ' Typically, the scene (target locations, phases and strengths) and the array
~ (element positions) are random. Since the number of array elements is large
<~
,:.- : and the elements are roughly uniformly distributed, the arr-y beam properties
“ 3 closely approximate the expected properties of a random array. According to
i X (3], the expected value of the power pattern of a random array is identical
NS with the design power pattern (that of a filled array with the same aperture).
:: Therefore, we replace each of che quantities in (4) by its expected value with
:'. _::{ respect to array Glement position. That is, we take the ensemble averages
; : over element position x,. These expected values are:
R
<R (cos !2-1"- - % sin 4‘7"") ,
:: Nll E{le} = —ar + cosb s (N°=N) « L
i “ sin al - :zf (1-cos al)
3 N, © E(N,} = — o (N2-N) - L
{0 a?L?
-
- 1
T D, * E(D)} = 55 - (N2-W)LZ (6)
i '!, | (Continued)
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Wl
(6) Continued
2(2 cos & + (1-Fp)stn &) .
D : = . - .
12 E(Du) Tal cos be (NS=N)L _
4
6 6 4 St
[(W ~l)cos aL - Prsx b TLY al] o
D, * E{D,} = (N2-N)L2 (6) .
1 i
2n T
where a —i-(uz-ul) and b = (az-ul). ) -
E{Dl} is nonrandom. The erxpected valuaes of the other tarms depend upon
the two-target scene (random target spacing a and target phase difference b).
For the worst case of two targets with equal ohase (cos b = 1), Figures 7.3 .
and 7.4 show how the terms in the numerator and the danominator vary with the o
target spacing. In the numerator, E(le} dominates, while in the denominator ‘;
f 008 |
' 1
E(Ni) !
(N3N v, |
-0.06 o
- -0.12 s |
= |
«0.18 - 1 1 1 1
M Nt
FIGUPE 7.3 EXPECTED VALUES OF NORMALIZED TERMS IN THE NUMERATOR “
ol0 B
T 0.08 efo} i
E(D)) AN NN R
o R N\ |
o -0.08 o
9o -
':‘.":- -o.‘|° | ! L A
N ' ? M T °
o Bz |
.} " FIGURE 7.4 EXPECTED VALUES OF NORMALIZED TERMS IN THE DENOMINATOR !
]
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E(Dl} is dominant. Therefora by, can be approximated (for any target phase
difference and target strength ratio, and for 4y in the near sidelobe region)
” o]
a
2
] 'rqr E(Nu}

Au; - - 2”

L 2 al
|a, ] cos = - =- gin &
2 L ] - 1 1 2 2 BL 2 * * L
- -!.—lr ( r ) ;‘A cos b L (7)
2

vhere we have treatad the denominator as a nonrandom value. According to thae
above derivation, (7) is a good approximation to Aul 1f the second target
strangth is small compared to the first target strength, or if the spacing be-
tveen two targets is larger than 2 beaxwidths.

Simulation of the Two-Target Case

We check this conclusion by computer simulation. The value of 8uy vs tar-
get spacing uy is determined Ly simulation for 5 differeat 45-element, 1000-
wavelength random arrays, for two different target strength ratios. Figures 7.5
and 7.6 compare the simulations (averaged over the 5 arrays) to the estimate
given by (7): (These figures are on the following page, together for comparison).
It is clear from Figures 7.5 and 7.6 that (7) is a good approximacion 1f the tar-
get spacing is larger than 2 beamwidths., The approximation is even bettar if
the targets have unequal strengths. Equation (7) can be used to predict the buy
for any target pair. We concentrate on the worst-case situation -- equal-strength,
equal-phase targets, saparated by 2 beamwidths == (shown in Figure 7.5). Then
duy) <0.16 beamsidths. This number 1s a bound on the possible values of 4u; as
long as the targets are not closer than 2 beamwidths. The rms of the worst-case
target pair of Figure 7.5, taken over spacings uj) between 2-10 beamwidths, is
0.049 beamwidths. This number rapresents a reasonable estimate of 4u; if the
target spacing i{s not known. Cowputer simulatious for a 1000X array with 20,
45, and 90 elements for u21-2.8, 9.5, and 10 beamvidths show that 4u; 1s accu-
rately predicted by (7) and is not affected by the number of elements N. Of
course, the variation in Au; from one realization to another is inversely pro-
portional to /N. Por N=45 the variation in uy 18 in the order of 0.05 beam-
widths. Thus, for N >100 we can ignore the variance and expect (7) to give a
good eatimate of Aul.
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EQUAL-PHASE TARGETS. (SOLID CURVE DENOTES APPROXIMATICN (7);
X DENOTES AVERAGE OF SIMULATIONS.)
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BIGURE 7.6 4uj VS TARGET SPACING (NORMALIZED) FOR TWO EQUAL-PHASE
TARGETS (ONE 0 dB, THE OTHER -20 dB). SOLID CURVE DE-
NOTES APPROXIMATION (7); X DENOTES AVERAGE OF SIMULATIONS.)

Multiple Targets

The three-target version of (4) has also been derived, and the correspond-
ing curves equivalent to Figures 7.3 and 7.4 computed. These curves demon-
strate that for each additional target an additional numerator term equivalent
to le must be included in (7)., Thec denominator is still dominated by the
constant term Dl’ All other terms can be neglected. This cunclusion applies
in all cases except a specific periodic placement of many identical targets.

The component of the estimation error Aul corresponding to each target
will depend on the separation from the first target in the wanner illustrated
ir Figures 7.5 and 7.6. Thus the component owing to the third.targec may

either add to or subtract from the component owing to the second target. In
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general, for M point targets of equal atrength and phase, random positioning

of the targets should result in an rms value of Aul which 1s rM-1 times the
value lhowp in (7). For most target scenes normal variation in target strength
will lead to lower estimarion errors. Thus we would expect 0.05 VN-1 bean-

vidcths to be a conssrvative estimate of Au, in the multitarget case,

1

SIMMARY

We have shown that the affect of the sidelobe response on the direction
estimation error in the first scan of the sequential nulling technique depends
on the number of targets, target phase differencas, target strengths and tar-
get spacings, but normally does not depend on array element placement. A quan-
titative expression for che estimation error has been derived and a practical,
simplified, approximate expression has teen cbtained. For two equal-strength
targecs separatea by more than 2 beamwidths, the worst possible estimatiom
error is 0.16 beamwidths, and the tas (over target spacing) for the worst-
case target pair is approximataly 0.0S beamwidths. Additional targets of
equal scrength (again the worst cuse), will cause a total estimation error
A“l of approximataly 0.05 YM-1 beamwidths, where M is the number of targets.

Lih-tyng Hwang
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Sidelobe Reduction of Random Arrays by Element Position and Frequency
Diversity

BERNARD D. STEINBERG, retLow, ieee, ano ELSAYED H. ATTIA, STUDENT MEMBER , I1EEE

Abitract—The high sidelobes of random. thinned srrays can be reduced
through the use of diversity lechsiques. Element position diversity and
frequency diversity are considered im this paper. {mage artifsc’s due to
the high sidelobes change their locations from image to image when the
element positions sre shered or the operating (requency is changed.
Superimpasing or averaging images tends to build up stable, correct
portions of an image while reducing, by smoothing, the image artifacts.
In principle, all the sidelobe crests can be reduced (o the average back-
ground lavel and all the troughs in the side radiation pattern will rise to
this level. The theory, supporied by simulation experiments, indicates
that dusl position diversity reduces the sidelobe level by 2 1o 2 1/1 dB,
depending upon srray size. Higher order position diversity reduces the
sidelobe level saveral dB further. Under frequency diversity ¢ is found
that when Q. the reciprocal of the fractional bandwidth, s less thaa the
array size L/ (measured in vaits of wavelengih), the peak sidelobe power
Jevel is approximatety N~ !1nQ, where ¥ is the number of srray elements.
For larger values of O, the level asymptotes spproximately to N = 'In(L/}).

I INTRODUCTION

IVERSITY techniques are proven tools for enhancement

of stable components of signals or images in 3 stochastic
background. Required is some parameter (space, lime, frequency,
polarization, etc.) in which the undesired signal component
becomes decorrelated through variation of the parameter, Space
diversity upon reception was introduced early in HF radio com-
munication to reduce the effect of random signal fading [1].
Angls diversity has proven useful in tropospheric scatter com-
munication [2}. Frequency and polarization diversity also are
useful (3]. Even the integration of successive radar echoes in
a background of noise or time-varying clutter is a temporal
form of divarsity [4]. More recently, RF phase diversity has
been found indispensable in obtaining stable maximum entropy
images (5] .

The high sidelobes of random, thinned arrays can be reduced
through the use of diversity techniques. Element position diver-
sity and frequency diversity are examined in this paper. The side
radiation pattern of such an array is a random proccis whose
peak levels can easily be 10 dB higher ihan its average [6], [7].
The specific locations of the high sidelobes depend upon the

image to image provided that the element positions are altered
or the operating frequency is changed. The true components
of the image, those associated with main-lobe response, do not
change under either diversity scheme. Hence, superimposing or
averaging such images tends to build up stable, correct portions
of the image while reducing, by smoothing, the image artifacts.

Element position diversity can be applied in any array problem
in which the antenna elements are on separate platforms or
vehicles which have independent motions. One example is a
random field of sonobuoys freely drifting in the ocean. The
geometry of the sonobuoy field varies with time. Successive
images formed from the outputs of such a system at intzrvals
of ume exceeding the correlation ume of the array geometry
will exhibit image artifacts due ‘o the high sidelobes in different
locations. Noncohetently averaging such successive umages woutld
be useful. Another Jlustration is a huge radar phased array
deployed on many ships in a task force. The individual receiving
elements would be placed on different ships, One ship would
carry the transmitter.

Two separate questions are important to a designer. The first
question is how valuable is it to change thg system design, which
always is a costly process, from one without diversity to one
which permits the introduction of diversity techniques. If tie
answer to the first question indicates sufficient value o aiter
the system to accommodate diversity. the second question is
how much diversity should be included.

This paper places the subject un 4 quantitative basis. A theory
is derived for the reduction of the peak sidelobe of a thinned.
random array as a function of the number A of independent
rearrangements of .Y antenna elements, with the individual
radiation patterns averaged incoherently. Two different theoreti-
cal techniques are used. First, because of the knowr (Rayleigh)
shape of the probability density function (pdf) of random sam-
ples of the amplitude of the side radiation pattern, the effect
of smoothing two such samples upon the peak sidelobe level
(PSL) is calculated. Next. it is recognized that the pdf of the
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a ' average of several independent variates tends towaid the Gaussian
o specific locations of the antenna elements and the operating  gisiribution. Thus averaging or superimposing many images
) F 5

o frequency. Variation of the element locations or operaung  chapges the amplitude distribution from Rayleigh to approxi-
s frequency does not alter the average sidelobe level nur the remain-  magely Gaussian. Upward- and downward-blased asimptotic
N ing statistics of the side radiation pattern; it does, however, alter  yyqqigtical estimators of the peak are calculated. Computer simula-
nQ :r.he sidelobe locat ons. Hence, i{n'age artifacts due to high side-  yjon experiments verify both parts of the theory.

Ry lobes in a large imaging array will change their locations from Both coherent snd noncoherent combining of the frequency
;_‘- : components of a8 wide-band source can be used to achieve fre.
_.f:, Manuscript received September 20, 1982; revised June 3, 1983, This  Quency diversity. Coherent combining results when 3 wide
Y work was supported by the US. Army Research Office under Contract  bandwidth signal is radiated. In noncohcrent combining the signal
- DMCI?;L-;*;;;M. by the Office of Nival Research under Contract  constituents are separately radiated, cach producing its own
- IUMUU"O Grant AFO§.ll-.7”:J::l.'h° Alr Fotce Office of Scientific Research  giation pattern and the tesulting power patterns ayeraged.
E_., The authors are with the Velley Forge Research Center, Moore School \Yhije u.“ behavior of the peak sidelobe - level is found 1o be
v of Elsctrical Engineering, Univenity of Pennsylvania, Phiadelphia, PA  similar in both cases, coherent combining reduces the average
- 19104. sideiobe level in the far sidelobe region as well.
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ARAY LLOvanTS

g
L R Ty e mf
-L/2 L/2
Fig. . Geometry of the andom stray.

I1. BASIC THEORY OF RANDOM ARRAYS

Consider the geometry shown in Fig. 1 where a linear array
is formed by distributing N isotropic elements at random over
the aperture length.! 3 We limit ourselves here to the case where
all the elements have identical monochromatic excitations.
Although generalizations are possible, the detsils become some:-
what more involved. Within an unimportant constant of propor-
tionality, the resulting complex amplitude of the far field in a
direction making an angle § with broadside can be written as

(7)

N

F8) = E e/Xznsineg (1)

LLY}

where k = 2n/\ is the wavenumber associated with the wave.
length A and x, is the nth element position which is chosen
according 1o some probability density function covering the
interval [-L/2,L/2] where L is the array length.

Defining u = sin &, (1) can be rewritien as

N N N
Fu)= E e/*2nv = 3 cos (kxou) +/ 2 sin (kx,u)

n=} Av} n=1

@ o(u) + /b(u). (2)

Note that u is defined over the interval [~1, 1}. It follows aisv
that [F(-u)| = [F(u)|. Thetefore, it is sufficient to consider
the radiation pattern F(u) only over the interval [0, 1] .

The radistion pattern Flu), s given by (2). is a2 complex
random process. For the special case where element locations are
independent and uniformly distributed® over the interval (~L/2,
L/2]. the expected values of the processes a(u) and b(u) are

1 Mutual coupling is excluded. Realistic radiators exhibit. nonbsotropic
radiation patterns which are not identical, snd which sxpérience mutual
coupling between themselves as well as to the local envhonment. The ef-
focts of these phenomens ars beyond the xcope of the psper. Theinterested
reader s referted 10 (7] for discussions of thess topics as they pertain to
random, thinned arvays

2 Ancther devistion from practicsl design in this paper is the implicit
ssumption that the antenna elements may be arbitrary close to each
othes. As s practical matter, if two randomly chosen antenna locatior.s ate
spaced by lems than the physical size of sn sntenns element, one of the
positions may be eliminated and a new one selected. Provided that the
antenns is very large compared to cloment size, the effect on the statistics
of the process can be ig.ioced.

3 The uniform distribution is the most common disribution of element
positions of mndom arrays [7].

(7). (11)
Nsin (mul/X)

E{a(u)} = —ry = N sinc (uL/X) 3)
and
E{bu)} =0. )

The processes a(u) and b(u), for a given value of u, are sums
of N indspendent, identically distributed random variables.
When V is large, the central limit theorem justifics approximating
a(t) and b(u) as Gaussian random variables. The mean of a(u),
as given by (3), is approximately zero for u greater thas a few
beamwidths (the nominal beamwidth is A/L). Furthermore, for
imaging problems in which high angular resolution is demanded,
ML <t 1. Thus in most of the sidelobe region, the two orthogonal
components of Flu) are approximately zero-mean wide sense
stationary Gaussian random processes. For a given u, the magni-
tude of Flu) is known 10 be Rayleigh distributed [12]. Let us
denote the magnitude pattern as A(u) & | F{u) . The probability
density function of A will be given by {6}, [7]

b

24
p(A) =~ exp (AN, (5)

It follows that the mean square value A . which is the average
sidelobe power level, is N The average A = /7N]2. Hence, the
variance iso? = A4 —A = N(1 - n/4).

111. DUAL POSITION DIVERSITY

Given two independent random arrays of the same length
L and having NV elements each, the incoherently averaged side
radiation pattern is A(u) = 1/2[A,(u) + A3(u)] where A (u)
and A;(u) are the component magnitude patterns. We define
the peak sidelobe tolerafice Aq as that sidelobe level which will
not be exceeded in more than some prespecified fraction of
artay designs. The probability that a single sample of the random
process A(u) does not exceed Ao is given by

Ao rA0-Yy
=/ / p(y1.y3)dy, 4y,
0 (]

(6)

where y, = A4,/2, ¥; = A3/2 and p(yy, y3) is the joint pdf of
the two random variables y, and y;. Since the element locations
of each array are assumed to be chosen independently, y; and
y; are independent random varlables. Furthermore, each of
them is Rayleigh distributed with mean square value of N/4.
Thus (6) becomes

AQ sA0-)1 2y, - ”}
Pr(A(A}-/ / — R
¢ o o N/4

l-— +'— SAp

2 Y2 i 4A3

N4 P dy,dy; =j—e ¥

2
40
- A
N oerf (

0
m(m) vl

Equation (7) gives the probability that an arbitrary sample
of the averaged sids radiation pattern does not exceed Ay. We
are interested in calculating the probability that no such sample
will exceed this level- the result of this calculation is the con.

)
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fidence level that accompanies the specification of 4y. To do
this we first sample, conceptually, the side pattern n times at
the minimum interval in u that assures that the samples are
independent. The probability is calculated that none of the n
independent samples exceeds Ay. The estimate that is obtained
is downward biased because, with unity probability, the largest
sample falls somewhat below the crest of the largest sidelobe.
For n independent samples

B =[Pr(d <Ag)" (8)
is the probability that none exceeds 4. From (7) and (8) we get
1 =p" me=*23 + /208, e~ 221 erf (VIB7) 9

where 8; = A}/N. This quantity is an estimate of the peak side-
lobe power level, at a level of confidence 0, normalized to the
number of array elements V. Note that .V no longer represents
the average power level of the resulting side radiation pattern.
The average power level has dropped to (#/8 + 1/2) N due to
sveraging.

The number of independent samples n of the side radiation
pattern for the case of a single random array steered to broad-
side is given by the array parameter n = L/X (6], [7]. 1t s clear
that this number will remain the same after the averaging of
two independent patterns. For given values of L/X and 8, (9)
can be solved numerically for 8;. In most practical situations
where high angular resolution is required ar.d a high confidence
level is specifled, values of n and 3 are such that 8; > 2 (eg.,
for L/\ = 100 and @ = 0.9, B; = 425). Thus erf (V25;) = |
and (9) can be simplified 1o

r ’
Bzi}'ﬂ(:ﬁ) 4‘}"\53 (10)

which can be solved numerically for 8, .

A downward-biased estimator for the peak-sidelobe power
normalized to the number of array elements was derived in
[6] for the case of a single amay (without diversity, which
can be called diversity of order one). That quantity was denoted
by B. Here, in the context of diversity, we will ideniify B, with
B. Thus, 8, Isgiven by (6]

B8, =—in(1 —p'/™. an

The bottom row of Table I shows the ratio B,/8,; in decibels
a3 a function of array length for a value of the confidence Jevel
f=039.

Table 1 ghows that an improvement of 2-2.5 dB in the peak
sidelobe response due to dual incoherent element position diver-
sity is possible. This is quite significant since the improvement
in pesk sidelobe level due to doubling the number of elements
in a single array is just 3 dB. A iurther insight into (10) can be
guined if we use (11) to rewrite (10) a3

BymyB +yhnVit +1In8,. (12)

We note that the term 1/4 In 8, is always the order of 0.5. Thus
(12) becomes

BymyB +1. (13)

Equation (13) says that the improvement due to dual diversity
ssymptotically approaches 3 dB as B, increases due to an in-
crease in L/, g ot both.

In the (ollowing section the theory is extended to higher orders

TABLE !
IMPROVEMENT IN PEAK SIDELOBE LEVEL DUE TO DUAL
DIVERSITY (8% 0.9)

ta e | oawe? | 10f | et | 10f
8, «38] sme | 96| 14| 127
s, 3.0 4.28 | s.46| 6.66| 7.86
10108 8,0, | 1.8 [ 2.00 | 2.20 | 2361 2.4
1

of diversity. In the original theory the peak sidelobe levelAg was
normalized to the average sidelobe power level, forming the
estimator B = A&,’N (6]. Following diversity combining V is
no longer the average sidelobe power level and, therefore, 8
loses some of its physical significance. In the following section,
we employ two new estimators. B (3) = By/N = A}V isa
downward-biased estimator for the peak sidelobe normalized to
the power of the main beam (1 = 0). The subscript L (for lower)
indicates that the estimator is biased downward, while M is the
order of diversity. By (M), similarly defined (/4 is for higher),
is an upward-biased estimator. It is seen below that the estima-
tors are very close to each other and that the resulis of simula-
tion experiments fall between them.

IV. HIGHER ORDER POSITION DIVERSITY

After M-fold averaging of independent side radiation patterns,
the arnplitude distribution changes {rom Rayleigh to approxi-
mately Gaussian (M > 5). The average values of the two distribu-
tions are the same (4 = «/7V/2), while the variance becomes

=Y (1—n/4 14
=L 22 =4
Oy wont n/4) (14)

Hence, the resulting pdf takes the form

) s — hatlF i PRV ]
X —— |
Pm ’_':'JTOM €xp 20{' ( )

where A denotes the M-fold averaged magnitude of the side
radiation pattern. This is depicted in Fig. 2, along with the crigi-
nai Rayleigh distribution.

We follow a strategy similar to that developed in the preceding
section. We define 4o as the peak sidelobe tolerance at a certain
confidence level. ’

Let a be defined as

amPr{d>A4,}= f Pr(A)dA
A9

- 1 - A
- f ~— ¢
Ao ﬁ;oﬂl

Ag—A
= ! erf T—._" —>~ 16)
’HC< 203‘ (

Equation (16) gives the probability that an arbitrary sample of
the average side radistion pattern eaceeds the specified peak
sidelobe 4,. The complement of (16), 1 — a, is the probability
that such 2 sample is less than 44. Once more, we sample, con-
ceptually, the side radiation pattern at the minimum interval
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0 24
L COMPUTER SWaAATION EXPERMENTS
—  THEORE TICAL ESTIMATORS
D.(A) .20 s+ - INTEAPOLATED vALIES
16 :
i
l .
— o > 12 . ’.
‘ ‘o A ~ ‘/-
Fig. 2. Probebility 4ensity function Lefore (p(4)) and alter (par(d)) ‘-.\'\‘\
avenging. os x
\
in u for which the samples are independent. For n such samples N8,
. - 0 0ey
fa(l—a) = 1= erfec do AN " ‘
P\ Vaog, L
is the probability that none exceeds A4,. Once more. for large 8. ¢ 3 ] 4 ) 0 ™

a necessary condition for satisfactory system design a € 1, which
implies that we can use the approximate expression
-x2
erfc (x) & ——=
x) Y
Thus we obtain

e—b

Vb

forx> 1.

a>=

where
L (4g - A)!
20}

and hence

e—b' n
f= [1‘2_\/;1,1/2 } '
Salving for &
b+ §Ind=—in2y/a(1—g'/m) (8)
where n remains L/A. Equation (18) Is solved numerically for &
for given values of S and L/\. From (14) and (17)
M} =24y + A7)
TP
Solving (19) for A3/V?

8 (M)%A3 L N N X)) L@-ma | 0)
el I VA M :

Equation (20) is one of the main results of this section, 8
is a downward-bissed estimator of the peak sidelobe to main
lobe power ratio as & function of diversity order M.

In Appendix 1, we calculate sn asymptotic upward-biased
ettimator of the peak sidelobe to main lobe power ratio. The
calculstions are based upon the theory of level crossings of
random processes and yield the second main result of this sec-
tion:

b an

(19)

L2 /oG =9ID8 (2-n/2)
By (M) N[4 + i + Y } (P2}

where &' is calculated differently (see Appendix 1).

Fig. 3. Peak sidelobe to main lobe power ratio (N = 20,3 2 0.9, L /A =
10), asa (unction of diversity order M.

In order (o check the validity of (10), (20). and (21), com-
puter simulation experiments were carrit J out in which a set of
1000 random arrays was formed by generating independent
random numbers to represent element positions uniformly
distributed throughout the zperture length. In order to get a
faigly thinned array, values of V' = 20 and L/X = 100 were used.
Stationarity was assumed, and side radiation patterns were cal-
culated on a small interval in u space. Since stationarity is in-
creasingly more valid further from the origin. the interval [0.9,
1.0] was chosen. For each value of M e (1, 10}, 100 experiments
were conducted in each of which a different group of M magni-
tude patterns (computed in the intervai {0.9, 1.0]) were averaged
and the peak sidelobe found. Empirical cumulative distribution
functions of the peak sidelobe level were formed from each set
of 100 data points. Points in Fig. 3 represent the normalized
level which exceeded the peak sidelobe level of 90 percent
B = 0.9) of the experiments as a function of M. Solid curves in
Fig. 3 represent theoretical estimates given by (10), (20) and
(21). calculated for this value of § = 0.9. In (42), an interval
length [ = 0.1 was assumed, while in (18), we took n# = 0.1L/X,
This makes Fig. 3 correspond to an array of equivalent length
L, = 10 X. We see that all the experimental values fal] between
By and B, . in good agreement with the theories that led to both
of them.

Fig. 4 shows B8; as a function of diversity order M with L/
as a parameter. Note that these curves become practically in-
distinguishable with large M, unlike the situation without diver-
sity combining, This means that with a fixed number of array
elements, eilement position diversity permits thinning the aperture
significantly by increasing array length and thereby improving its
resolving power, without deteriorating the peak sidelobe response
appreclably. ’

Fig. 5 shows the improvement in the peak sidelobe level per
doubling of the diversity order M for different values of L/,

V. PRINCIPLES OF FREQUENCY DIVERSITY

There Is a basic difference between frequency diversity and
element position diversity in the inanners in which they influence
the Images. in the latter case, radiation patterns formed from

G-29

. .

a_e
—alaa

ENERDA,_ § ALY SRRy

v
| 7RSS

L)

AINBORR. |

»
'
o

e
P VU DA ST

'ETEIE PRI

3|

2
-

TUptite et
O .
b P ICNSCAON

‘e -'.'.'.'.'.'.
L LS s .A....' mletatatatalal,

e e
5 Ty L

8

.« . - e e s
% ! S .
P UL DR P S W VT )




CAASACIN. ] RN

s

i

P
P AR
At

.-

¥,

AN

N ‘l." '.’A.‘-"!‘..

>~

“x
Py

L)
A

h RS
»

e e v
SN

MR

N

'S

oSl 5‘._’:

v -

Al Tl

PRI
. B

~
N
-
.-..
N
.
v " .

926
.
oM} /a o®
L 1] ()
9
k] « - - WMICRPOLATED
0} -— CALCUATLO
40
w0’ \ ‘-_
” . .\l '
/Ao AN .
20 \‘ .\‘.\‘
610 ’ --"-j:‘.\‘*\ .
vy
] .
1 2 4 L] 6 b1 (2]

Fig. 4. Downwaud-biased esitmate of the peak sidelobe to man lobe
power ratio &1 a funciion of diversity order M(V s 20,2 = 0.9).

ho S48
2% h\-:;)‘... ’
T
. '0‘\ ".‘ “\_‘- INTEARQ, ATED
A —— CALCATED
LU NS0 29
s 84 .
| N .
- ~ ..‘,\
ON
\\§>\\
‘Q\; >~
‘ ‘\
\
ER1S ~
\
P
‘ 7 0 ] 16 [ 2
Fig. 5. Improvement in pesk sidelobe level per doubling »f dwversity
order (2= 0.9).

different sets of element positions drawn from the same statistics
have nearly identical main lobes and first few sidelobes (depend.
ing on the number of clements and the amplitude or density
taper employed), while the remaining portions of the side racia-
tion patterns are decorrelated. Radiation patterns obtained at
two different frequencies from a single array aiso exhibit similar
properties in the main lobe and first few tidelobes. However, the
remainder of the sidelobe psttern does not fully decorrelate with
a change of frequency; instead. the correlation progressively de-
creases with angle from the main lobe at a rate determined by
the @ (reciprocal fractional bandwidth) of the radiation.

The theory presented here is an asymptotic low Q (¢ = 0)
wide-band theory. The earlier monochromatic theory [6],
(7) may be considered an asymptotic narrow-band theory
(@ -+ »). The transition region occurs when @ is in the neighbor-
hood of the array size as measured in units of wavelength. Experi-
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mental computer simulations vajidate the asymptotic theories.
Neither theory, however, predicts a peculiar overshoot-under-

shoot characteristic which exists in the transition region.

Both coherent and noncoherent combining of the frequency
cumponents of a wide-band source can pe used to achieve Ire.
quency diversity. Coherent combining results when a wide
bandwidth signal is radiated. In noncoherent combining the
signal constituents are separately radiated, each producing its
own radiation pattern, and the resulting power patterns averaged.
Frequency hopping is an example of noncoherint frequency
diversity. Notwithstanding the intrinsic difference between them,
their effects upon the high sidelobes prove to be essentiully the
same. The peak-to-average sidelobe power-level ratio of a one-
dimensjonal random array is approximately In » plus a sinall
additive term. The array parameter n of a random array is
(LA + fug [) where ug = sin~ "8, and 8 is the beamsteering
angle measured from the normal to whe array (6], [7].L/\ is the
order of the number of sidelobes when the radiation is monochro-
matic and the elements are isotropic. Except for the first few
sidelobes. the statistics of the sidelobes are the same everywhere
in the pattern. L/ is approximately the number of independent
locations in the side radiation pattern at which the peak sidelobe
can occur.

Bandwidth reduces the number of likely locations of the peak.
The radiation patterns of a random array at two different wave-
lengths Ay, A, will have identical shapes but their abscissa scales
differ by the factor A;/A;. Since the abscissa scale of the radia-
tion pattern is linear with frequency, the radiation patterns
become progressively different at angles away from the mainlobe.
If radiation patterns having these characteristics are averaged.

sthe near portion would remain unchanged while in the distant
sidelobe region, peaks would reduce and the valleys would fill
. The largest sidelobe, therefore. would, after averaging, most
likely fall in the near-sidelobe region. By reducing the extent of
the visible region in which the jargest sidelobe is likely to occur,
the effective array parameter n is also reduced. Since the peak
sidelobe is approximately proportional to In n1, the sidelobe ievel
is also reduced.

An initial estimate of the extent of the reduction in the array
paramster is made by calculating the number of lobes of the
radiation pattern which occur before the two patterns lave
slipped by the order of one-hall 10 one lobe. Because sidelobes
are nominally spaced by one beamwidth, the pth sidelobe at \ =
A, occurs approximately at angle pA,/L. At the same arngle the
sidelobe number at A = A5 is (PA, /LY (A¢/L) = pA;/};.

The angle u, at which the number of lobes at A; and A,
differ by, say, 1/2 or | defines the transition between the por-
tions of the radiation patterns which are nearly the same (u <
Lp). The approximate number of lobes within this region is
found by equating p + 1/2 or p + 1 to pAy/A,, from which
p =~ Q/2 or @ where Q is the reciprocal of the fractional band-
width.

The number p is the number of sidelobes left relatively un-
changed by widening the spectral width of the radiation, while
the remsinder of the radiatiun pattern tends to be smoothed
toward the average sidelobe level. The array parameter n re-
duces from approximately L/A to approximately Q. Hence, the
power rativ of the peak sidelobe to the average sidelobe, minus
a small additive constant, becomes approximately In Q rather
than In (L/A). In general. the signal spectrum will consist of
more than two frequency .omponents. Although the highly
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correlated sidelobe region is not clearly defined in the general
case, we still expect n to be proportional to Q, {.e., n = o
where o depends on the spectrum shape and lies in the neighbor-
hood of unity. Therefore ln a will contribute to the additive
constant. Computer simulation experiments verify the linear
relationship between the peak sidelobe level and In Q.

VI.COHERENT COMBINING

The argument above generally pertains both to coherent
and noncoherent combining. The deuiled comelations between
radiation patterns at different frequencies differ for the iwo
cawes, and are now developed.

The manner in which the sidelobe radiation patterns decor-
relate with frequency can be calculated from the cross correlation
fu: -tion of two patterns at two different frequencies. The fre-
quencies ar¢ distinguithed in the equations below by subscripts
land 2:

Ryy =E(F\F3} aNE{e /0wxu/c} 4+ (N2 = N)
« E{e/woru/e)(g-Nwosawlxu/ec) (39)

where fo = wqo/27 is either one of the frequencies and Af =
Awf2m is the frequency separation. Let x be distributed uni-
formly in the interval [-L/2,L/2] . Then

L

7

E{e-ldu:u/c} ,l_ l’ e-/szu/c dx
L
L

-7
sin (Awlu/2¢)
Awluf2e .
and hence we get

sin (Awlu/lc) +

Awlufle
. sin [(we + AwXLufc) )

(wo + dw)Lu/2

For a low density array N € L/\ and a high Q (wq » Aw);
the second term in (23) is much smaller than the finst one for
values of u 1 few beamwidths away from the main lobe. Then

sin (wolu/2c)

R = N
12 woluf2e

W —N)

(23)

sin (AcwLu/2c)
a8 N ————— 24
Ry2 AL (24)
and the patterns are decorrelated when
Awlufle=n 25)

for then Ry » O. Equation (25) zan be written in terms of the
frequency separation required to achieve decorrelstion at and
beyond a given value of u

& ¢ N
N8 —— 2 —m— o — 26
/ 2 Lu Lu . (26)
or [n terms of the Q of the microwave source
S Lu
- — 27
Q af Y (27)

In (27) u is the angle beyond which the sidelobe patterns are
decorrelated and w/(1 + |ugl), ug = bearnstzering angle, is the
fraction of the visible region in which the sidelobes are not de-
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Fig. 6. CEffect o. bandwidth on side radiation pattern. 800 wavelength

random array. 200 clements.

correlated. Since the array parameter with monochromatic radia-

tion is n = (L/A)/(1 + lugl), the effective or reduced array

parameter :
, u - Lu

TEE lugi A e
and the power ratio of the peak sidelobe to the average level,
minus some smali additive constant becomes approximately In Q.
Thus both calculations lead to the same result.

It is evident that large bandwidth is helpful in reducing the
peak sidelobe by reducing the array parameter. However, the
payoff is relatively slow because of the logarithmic relation be-
tween PSL and the array parameter n. For example, the ex.
pected value of PSL/ASL of a narrow-band random array in which
the aperture size L = 10% X is 13.5 (calculated from [6] or [7]).
If the signal bandwidth is increased to | percent of the carrier
frequency (Q = 100), the expected value of the peak drops to
6.6, a reduction of 3 dB. A further broadening of the band-
width by a factor of 10 reduces PSL only by another 2 dB.

Fig. 6 shows the effect of bandwidth upon a thinned, random
array. The radiation patterns are of a 200 element linear random
array 800 wavelengths lung for three different signal bandwidths.
In Fig. 6(a) the signal is monochromatic while the Q in Fig. 6(b)
is 11 and In Fig. 6(c) it is 2.8. The ragged sidelobe behavior of
Fig. 6(a) nearly disappears when the Q@ is lowered to that of
Fig. 6(c). The reduction in the sidclobe envelope is evident in
the composite plot shown in Fig. 6(d). Although we are mainly
interested in the reduction of the high sidelobes which occur

(28)
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in the near sidelobe region, it is worthwhile to notice that the
average level of the distant sidelobes has also reduced appreciably.

* VII. NONCOHERENT COMBINING

The alternative to coherent utilization of the entire spectrum
of the signal is noncoherent frequency diversity combining, which
generally is a more practical technique. This is because wide-band
frequency-hopping generators are more common than broad-
band generators of modulated microwave waveforms. The availa-
ble waveform is a succession of narrow-band signals (such as RF
pulses) av frequencies f,, f3, -, and fyy. The receiving system
images on each pulse and then superimposes the images.

The frequency separation &f which resultsin independence in
the sidelobe region may be calculated from the cross correlation
function as was done above for the wideband signal waveform.
However, the cross correlation must be calculated between the
power patterns at the two frequencies rather than the complex
radiation patterns. As is seen below, decorrelation occurs at the
same frequency separation as for coherent frequency diversity.

Writing the radiation pattern as the sum of two quadrature,
frequency-dependent components a(u) + sjb(u). the power pattern
is

P(u) = a(u) + b2(u).

The correlation function between patterns with different wave.
numbers is (dropping the angular variable)

R,y = E{p(k,)p(k3)} = E{a®(k\)a(k3)
+ ELa(k 2 (ky)) + E{b3(ky)a (kq)}

(29)

+ E {0k, b2 (k,)). (30)
Since a and b are Gaussian, the fourth moment theorem
E{x\x3x3xq} = E{x\x;}E{x3x¢} + E{x)x3jE {x324}
+ E{xyxq}E{xax3} — 2u u203u4 3n

is applied and with assumptions simiar to those made for the
coherent case, we get

' i 212 .
R,gil\ﬂ(l"’[w] ) (32)
Awlu/2c

The constant additive term is the square of the nonzero mean of
the power pattern and plays no part in the decorrelation of the
pattern with frequency. The second term is the square of (24).
Hence the power patterns become decorrelated at the same
frequency separation that decorrelates the complex radiation
pattern, namely that value given by (26).

The equivalence between coherent combining (wideband wave-
form) when a square law detector is employed and noncoherent
combining (frequency hopping) of spectral components is estab-
lished from a waveform analysis. Let u(¢} be the waveform
radiated from a source at u = uq. The wave received at the nth
element is v(s + t,) where t,, = x,uy/c is the differential travel
time from the source. Let T, = x,u/c be the steering delay for
the nth element for the arbitrary steering direction u. The array
output following square law detection and integration is

N N
P(u;ug) = /E 2 Uv(t + bty = TVt + 1, — T,)dr.
m n

(33)

IEEE TRANSACTIONS ON ANTENNAS AND PROPACATION, VOL. AP-31, NO. 6, NOVEMBER 1983

12
_»ﬁ-—*—‘L/X'IC‘

Lraniod

R
il
rir
N
v

Lol

© 100 0! w0*

Fig. 7. Expected asymptotic peak sidelobe behavior as a function of the
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Let I(w) = Fiu(r)} be the Fourier spectzum of t(r). By
Parseval’s theorem (33} equals

| B
Pluiug) = = /EE (@) PertmTin=tnTnl deo.
- m n

(34)
The exponential term is recogruzed as the wide-band equivalent
of the monochromatc function exp [k(xX, = X, Xt ~ ugp)) :as in
the monochromatic theory, the double sum of that function is
the power pattern. Thus
1
p(l.l;uo)=;/IV((...))IIIx’-'(x.l-'uo‘.c.))l1 dw 39
in which |A1? is the power pattern at frequency w when the
array is steered to uy.

Now et
G/2
Nwy="¥, 2 Sw=wy —gwy). (36)
§*-CJ2

The radiation consists of G + | spectrai lines spaced by w,
occupying a band W = Gw, . Then

G/l

pluiug) e Vi
£22-Gl

[Flu—up.wo +gwy)l?. 37
Equation (37) is the sum of G + | power patterns, which is
exactly the same output obtained when the spectral lines are
radiated sequentially. Thus simultaneous transmission (wide-
band signal) followed by square law detection and integration,
and sequential transmission (frequency hopping). result in the
same system output.

Since brth coherent and noncoherent frequency diversity
combining exhibit similar decorrelation properties, a single
test of the theory suffices. Fig. 7 shows the predicted asymptotic
behavior as 2 function of Q. The ordinate is the power ratio of
the peak-to-average sidelobe level, The abscissa is logarithmic in
Q. When Q < L/\ the curve should rise linearly with In @ and
be independent of L/A. In the high Q region the curves should be
independent of Q and should be spaced by In (L;/L,). Note that
Fig. 7 is independent of .V. This should be approximately the
case for § <N < L/\. The lower limit is required for the appli-
cability of the central limit theorem which was used to derive
the statistics of the side 1adlaticn pattern. The upper limit insures
that the array is thinned enough so that the stationary part of
the side radiation pattern extends to inost of the u-space.
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The results of niany irequency-iopping simulation experi-
ments for L/X = 50 and 100 are shown in Fig. 8. The expected
asymptotic behavior is evident. The slope of the portion linear
with In Q in the low Q region is 1.06, in close agreement with
theory, which predicts a slope approximately equal to unity. In
the highQ region the asymptotic spacing, based on linear least
mean squares fits 10 the data points, is 0.69. which exacuy
equals the predicted spacing of In (100/50). The central region
exhibits an overshoot-undershoot characteristic which cannot
be predicted from the asymptotic theory.

V1Il. CONCLUSION

Element position diversity is shown *o be useful in reducing
the peak sidelobe level of random arrays. Dual diversity reduces
the peak sidelobe by 2 to 2.5 dB. The improvement grows with
antenna size. The asymptotic improvement is 3 dB, which is
exactly the improvement that would be obtained by coherent
combining of the signals received by both antennas. Thus the
process is asymptotically efficient. For higher orders of diversity,
the pesk sidelobe approaches the average sidelobe power level.
Two closely spaced asymptotic estimators have been derived, one
downward-biased and the other upward-biased. The two esti-
mators bound the computer simulation results. The derived ex-
pressions are valid whenever the diversity vrder M is greater than
or equal to five.

Wide-band frequency diversity also reduces the high sidelobe
level of the random, thinned array. The behavior of the peak
sidelobe level is found to be similar under both coherent and non-
coherent frequency diversity. An important difference between
them, however, is that coherent combining reduces the average
level of the distant sidelobes as well. In monochromatic theory,

" the pesk sidelobe power level is found to be proportional to

In L/A plus a small constant, The theory developed in this paper
shows that the peak sidelobe power level is proportional 1o

- In Q plus another small constant when @ < L/\. (The propor-
* tionality constant in both cases is N~ where & is the number
. of elements. Q is the reciprocal (ractional bandwidth and L/A

is the array size in units of wavelengths.) Thus the peak side-

. lobe level flrst rises logarithmically with Q and then asymptotes
" 1o a value determined by array size and number of elements.

The transition takes place in the neighborhood of Q = L/A,
Simulation experiments confitm both asymptotic theories
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(@ = 0 and Q = =), An overshoot.undershoot phenomenon oc-

curs in the transition region unaccounted for by either theory.

APPENDIX 1
AN ASYMPTOTIC UPWARD-BIASED ESTIMATE

In this appendix, an asymptotic upward-biased estimator is
calculated based on the theory of level crossings of random
processes. The expected number of upcrossings of a certain
level by the random process A(u) is first calculated, then a rela-
tion is established betweeen this quantity and the probability
that the process will remain below that particular level. This
will lead to the definition of our estimator.

As noted before, excep: for a few beamwidths centered
around the main beam. the side radiation pattern of a thinned
random array can be considered a stationary random process.
After M-fold incoherent averaging of independent side radiation
patterns. the amplitude dJistribution changes from Ravleigh
to approximately Gaussian of mean A = VEN/2 and variance
02 = \(1 - mid)M. Inan interval of length /, the expected num-
ber of upcrossings of the level A4, by the random process A(u) is
given by {13]

E{UA0}=1/ 1A' p(4g.A")dA (38)
0

where p(4. A4') is the joint pdf of the random variables Afu)
and 4' = dA(u)/du. Since differentiation is a linear operation,
A(u) will also be approximately Gaussian; furthermore, since a
stationary random process and its derivative are uncorrelated
(14]), A(u) and 4'(u) are independent. Thus we can write

P(A.A) = pa(A) - pa(d)

1 (A-A¢ 47
=3 expl =\ ~—Z5 — *T3- (39)
im0, 2o, loy

where 03 is the variance of the Gaussian random variable 4.
Substituting (39) in (38) and performing the integration we

get

! 0, (AO _A-)Z ]
E(U, 1= — « 2 expl| ~ , “0)
1 Ao} 2" o0 P[ ——-—-—-—20‘1
Substituting @3 = N(1 - n/4)/M in'(40) and solving for A2/N?
we cbtain
: Y=/ L I Ayt
Byneis oL [l JYIC=w26 (2w ]
NN vM M
(41)
where
; .
b =in| ——o .28 “2)
(1 =9 o,
and
BRI —E{Uys, ) @3)

Since we are interested in the peak of the process, we consider
only levels 4 which are high with respect to the expected vajue
of A(u). It is shown in [15]. (11), and [17] that for such high
levels, the expected number of local maxima above A4 ap-
proaches the expected number of upcrossings of A,. Also,
[11]) shows that the expected value £{U, o} of the number of
upcrossings in the sidelobe region is an upper bound on the
probability P(U,, 3 1} of at least one upcrossing of A in the
same region. ln order to show this, let £, be the probability of
exactly K upcrossings of A. Thus, £{U,,} = 7,0 kP,. and
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AUy > 1} = I3, Py Therefore. P(Uyo 3 1} € E(U, 4}
and E{U4,} is an upperbound on AUsq > 1}. We expect
that this bound becomes tight for small values of E{U, .} be-
cause, in this case, the probability of obtaining more than one
upcrossing in the sidelobe region is negligible compared to the
probability of obtaining zero or one upcrossing [11]. Also, it
is clear that § 3 AU, = C}. which is the probabulity that the
process will remain below the level Ag, and we expect the two
sides of the inequality to become very close to each other for
values of g close to unity.

From (41) and (42), we see that By is a monotonically in-

.creasing function of B. Thus, if we define §' = P{U, , = 0} then

the corresponding normalized level 8}, will satisfy By, < By
since §° < J. Thus. By is always an upward biased estimate of
By,

Next we turn to the problem of calculating the ratio 0,/0,
in (42). The vanance of A'(u) is 02 = -R.(0) where Ru) =
d*R,(u)/du? is the second dervative of the autocorrelation
function of A(u) [16]. Also. since differentiation is a linear
operation, it is clear that g3, = k%02 where K? is a constant of
proportionality. Since a closed form gxpression for R,(u) in the
case of incoherent averaging is not avaiable, simulation experi-
ment; were conducted to determine the constant X for an as-
sumed unifonn distribution of element positions. A value of K =
2.77 L\ was found (see Appendix 1I). Since A(u) is the average
of *f amplitude patterns. each of which is symmetric around u =
0. then A(u) is also symmetric anc it is sufficient to consider the
range u € {0. 1]. As noted before, for a thinned array, the sta-
tiqnary part of the side radiation pattern starts a few beamw:dths
from the origin; thus / in (42) can be written as/ =1 — aNL
where a is a number the order of three. Also for most practical
applications A/L € 1, and we can take /= ].

Equation (41) is the main result of this appendix. For a given
confidence level 8, it gives an upward-biased estimate of the
power ratio of the peak sidelobe to the main lobe as a function
of divers.ty order M.

APPENDIX [1
EVALUATING THE CONSTANT X

The ratio X = g,/0, in (40) was found through computer
simulation experiments. Use has been made of the relation
o = —RJ(0). For the M-fold averaged process A(u) =
1/MZL, ALu). the autocorrelation function is

Ro(uy.uz)
= E{A(u)A(u1)}

(B § o)

1 1 ——
’;R(u,.u;) + (l —;{')A(Ul)ﬂ(lh).

where A() is the expected value of any of the M independsnt
magnitude patterns. We assume u |, 43 > A/L and L/A > |, im-
plying that the processes are stationary and R(u,. uy) = R(u)
where u = 4, — uy. Also A(uy) = A(uz) = VaN/2 = constant.
Thus we get

R () =;;‘R"(U)

and

1
=ATI.E

.
EH === R"0). (+4)

bd(sincc
1
2 2
0 ==, 435
Y (
we obtain
0-3; = _.R“(o) . (46)
a} e?

Thus the ratio a,:/0, is not a function of M. Also, it is easy t9 see
that this ratio does not depend on .V. Equation (46) is the basis
for the simulation experiments. Fixing L/), the u-space auto-
correlation function was calculated for several 20 element arrays;
attention was focused ou: the region around the origin. The out-
comes of 10 sxperiments were averaged and the resulting auto-
correlation function was used to calculate X = 9,./0, through
(46), where a sixth-order polynomial was used to fit the data
and approximate R(u), The above was repeated for eight dif-
ferent values of L X\ A regression procedure yielded the value
K=277L/\
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